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Abstract. The architecture and the performance of a network interconnecting interfaces are of great 
importance. Indeed, the majority of these interfaces function have time-critical constraints that must be 

considered when designing such a network. Performance can be evaluated in different ways using 

parameters measurement: end to end delay, time of request-response protocols, data losing or network 
throughput etc. In case of industrial environments time is a critical parameter, and the performance can be 

assessed in terms of estimated time of the request-response services. 

In this paper, an architecture based on the OSI reference model is presented,  along with 
service elements and protocols, which match the requirements for these constraints. This architecture is  

an application layer protocol based on ATM (Asynchronous Transfer Mode) and MMS (Manufacturing 

Message Specification). We study and design its software and hardware implementation. Then we 
evaluate the performances of this implementation from external and internal points of view. To 

understand how time is spent in different levels of the communication system, we study the transmission 

delay needed by the execution of the MMS protocol layers over ATM protocol. To increase the 
performance of the communication system we propose to reduce the number of layers in a Mini-MAP 

architecture, by offloading high overhead MMS functions to a hardware co-processor. Software parts of 

the architecture, especially the buffer management have been carefully implemented. 
The target architecture is based on three design choices: 

1. High-speed communication fiber-based providing 155 up to 622 Mbps ATM network and 

supporting quality of service (QoS) parameters. 
2. Offloading of high overhead functions of the MMS protocol to a hardware co-processor, 

3. Implementation of software parts of the MMS protocol. 
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a) MMS overview 

1. Introduction 

MMS is an OSI application layer protocol that enables remote applications (called 

clients) to control and supervise various heterogeneous industrial devices (called 

servers). MMS is a part of the Manufacturing Automation Protocol (MAP) 

architecture [1, 2, 3]. It defines only two aspects of communication in an industrial 

environment. The first one is the concept of a Virtual Manufacturing Device  

(VMD), which essentially presents an abstract view of a physical device and the 

second one covers objects, services and protocols used to support communication 

between such abstract devices [2, 3, 4]. The VMD hides the complexity of the real 

industrial device and provides a common understanding of all such devices. MMS 

defines a large set of services and object classes [4, 5]. 

MMS is widely accepted for open communication between heterogeneous 

devices in many areas, not even limited to manufacturing environment. 

Mini-MAP is a version of MAP consisting of only physical, link, & 

application layers intended for lower-cost process-control networks. A Mini-MAP 

device with a token can request a response from an addressed device; unlike a 

standard MAP protocol, the addressed Mini-MAP device need not wait for the token 

to respond. 

 

b) The ATM Plant Control Network 

ATM networks are getting a large place in the industrial communication 

networks. Two key techniques are used for ATM networks: asynchronous 

multiplexing and fast packet switching. Asynchronous multiplexing enhances the 

efficiency of a network to transport varying bit-rate traffic since many users can 

dynamically share a transmission link. Fast packet switching reduces the message- 

transmission delay by implementing switching functions in hardware [6, 7]. 

ATM is a technology used to provide integrated services for high-speed 

digital communication networks. Its ability to support high bandwidth, high 

reliability and guaranteed quality of service communication makes it a candidate for 

the plant control networks [8, 9]. 

This paper contains the following sections: section two describes the 

MMS/ATM communication system architecture in which four layers are specified. 

The implementation of the MMS/ATM services is detailed in section three. Section 

four focuses on the performance evaluation from an external and an internal point of 

view. The analysis of the proposed solution is presented in section five. The paper is 

ended by tentative list of improvements and conclusions. 

 
2. Mms/Atm Communication System Architecture 

The goal of the MMS architecture is to provide a new communication system in an 

industrial environment. To achieve this goal, we have chosen to use ATM and to 

reduce the number of layers by interfacing the MMS application layer directly to the 

ATM adaptation layer [8, 10]. MMS/ATM architecture consists of four layers 
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(Fig.1): 
1. MMS application layer, 

2. ATM adaptation layer (AAL), 

3. ATM layer 

4. Physical layer. 

 

Fig. (1). MMS/ATM Communication System Architecture. 

 
The three lower layers conform to the ATM reference model and are 

implemented on the communication system. The MMS application layer is 

implemented as software on a host processor. 

 
a) The MMS application layer 

The MMS application layer is split into two parts: MMS Application 

Entities, MAE (client and server) and MMS/ATM communication sub-layer (Fig.1). 

The Client Application Entity presents the MMS primitives to applications and 

communicates with the Server Application Entity (VMD) on a remote device via the 

MMS/ATM communication sub-layer. The application entities communicate with 

the lower layers by means of two buffers: the Emission Buffer and the Reception 

Buffer [11, 12]. 

We describe below the lower communication layers implemented on the ATM 

communication system. 

b) The Lower Communication Layers 

An important sub-layer in the ATM stack is the ATM adaptation layer 

(AAL). The function of the AAL is to convert and map information from the higher 

layers into the ATM layer (and vice versa). AAL functions are arranged into two 

sub-layers: the Segmentation And Reassembly (SAR) sub-layer and the 
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Convergence Sublayer (CS) [13]. 

The AAL layer provides two access interfaces: the user access interface and 

the signaling access interface. The signaling access interface allows an application 

entity to initialize the ATM layers as well as to establish, release, and abort a 

connection. The user access interface provides primitives for opening and closing 

ATM ports that are used to send or receive data. 

The ATM layer provides a transparent cell switching service to the AAL 

layer. Our system contains an embedded 4x4 ports ATM switch. It is the principal 

component of the communication system, based on the concepts of VCI (Virtual 

Channel Identifier) and VPI (Virtual Path Identifier) in the cell header. It switches 

incoming cells to the next ATM switch [13, 14]. 

c) The MMS/ATM Communication Sublayer Specification 

This section presents the main contribution of the MMS protocol 

implementation directly on the top of the AAL layer. Our contribution defines, 

essentially, the interface between the MMS and the AAL layer. This interface is 

called MMS/ATM Communication Sublayer and its architecture is presented in 

fig.(2). This sub-layer allows the adaptation between MMS Application Entities 

(MAEs) and the AAL layer. 

 
 

 

Fig. (2). MMS/ATM Communication Sublayer Specification. 
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The main functions performed in the MMS/ATM communication sub-layer 

are described in the following subsections. 

i.) The MMS Protocol Machine (MMPM) 

The MMPM controls the exchanges between the communicating entities. 

The MMS protocol is executed by an instance of the MMPM state machine, which 

must ensure the link between MAEs and the AAL layer. This MMPM converts the 

local syntax of MMS primitives and data to the transfer syntax (encode/decode 

functions). It is different from previously proposed MMS implementations. 

The client MMPM state machine performs two actions. Action1 is the 

search of the MMS association identifier that corresponds to the AAL connection 

identifier and the encapsulation of the MMS-PDU to an AAL-PDU. However, 

Action2 is the search of the AAL connection identifier that is associated to the MMS 

association identifier and the encapsulation of an AAL-PDU to an MMS-PDU. 

ii.) The MMS-PDU encapsulation 

There are one emission and one reception buffer for all associations in the 

architecture. Each application entity must distinguish its MMS-PDU at the  

reception. At emission, the MMPM needs to know the destination application entity. 

Hence, the MMS-PDU must be encapsulated. This operation of encapsulation is 

necessary to route the MMS-PDU through the corresponding AAL connection. 

Emission: Each application entity must specify the value of its AssoRef and 

the called AEid before adding its MMS service parameters to the emission buffer. 

When the MMPM receives these AssoRef/AEid values as a header for an MMS- 

PDU, it looks in the MMS/ATM correspondence table for the AAL-SAP that 

corresponds to this AssoRef. Then it encapsulates this MMS-PDU into an AAL- 

PDU, and sends it to the called node through the network. 

Reception: At the called node, (works also for the calling node with a 

confirmation primitive), when the MMPM receives the MMS-PDU at an AAL-SAP, 

it looks for the corresponding AssoRef/AEid parameter in the MMS/ATM table. 

Then it sends the AssoRef/AEid value with the result of the decode procedure of the 

received MMS-PDU to the reception buffer. 

iii.) The MMS/ATM address mapping 

An association (which is a connection in the application level) supports the 

communication between two MAEs. If an MAE wants to create an association with 

another MAE through a network, the calling entity must give the address of the 

called entity to the lower layers. The lower layers used in our communication 

architecture define only the ATM addresses that are specific to each AAL 

connection. 

The MMS association is characterized by the AssoRef/AEid parameter. This 

parameter identifies a local Association Reference (AssoRef) and a destination 

Application Entity identifier (AEid). The AAL connection is identified by an AAL 

Service Access Point (AAL-SAP) and a VCI/VPI value [15]. 

We suppose that each AAL-SAP corresponds to only one MMS association. 

After opening an association, a table of correspondence between MMS associations 
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and AAL connections (Fig.2) is updated. This table maps each AEid to an AAL-SAP 

and VCI/VPI. 

iv.) The MMS management environment state machine (EMPM) 

This function controls the right sequencing of service primitives and 

contains an MMS management environment entity to allow the establishment of an 

MMS environment. It provides only point-to-point communication primitives at the 

MMS level associations. 

This state machine passes the parameters to the ATM Environment 

Management (AEM). These parameters are necessary to initialize an AAL 

connection that will be used by the EMPM state machine to initialize the MMS 

environment. When an ATM environment is setup correctly, the EMPM can use this 

ATM environment to send primitives to the MMS environment management service 

(like Initiate, Conclude, etc). 

 
d) The MMS/ATM OSI Functionalities. 

The MMS/ATM links directly the application layer and the ATM adapter 

layer (AAL) by-passing the network, transport, presentation and session layers. 

Below, we study the consequences of this choice [2, 16]. 

At the current state of networking technology, the probability of 

transmission errors is negligible. So we can by-pass the transport and session layers 

that take care of error-free transmission and recovery. Because of the absence of the 

transport and network layers, the flow control must be implemented by using an 

MMS parameter that imposes a maximum number of outstanding requests for 

services. The ATM technology provides some internetworking functionalities of the 

network layer. It switches ATM cells from source to destination. Also, we have 

defined a table of correspondence between MMS associations and AAL  

connections, which achieves the function of address mapping, performed in a classic 

network layer. 

 
3. Implementation 

For this realization we have adapted a hybrid hardware/software implementation 

which is composed of: 

Software system: Consists of a program, which realizes MMS 

communication tasks. 

Hardware System: Consists of an ATM communication system that 

implements the first three layers of the MMS/ATM system. We have chosen the 

ATM Adaptation Layer type 5 (AAL5) because this light weight protocol is 

sufficient for classical data and most types of real-time traffic. The AAL layer is 

implemented in hardware. 

In the following section, we discuss, in first, the size of the PDU buffer. 

Then we give a method to manage the emission/reception buffer. Then, we present 

the ASN.1 encoding/decoding function used in the implementation and we describe 

our ATM communication system. Finally, we define the communication interface 

between the ATM and the MMS application layers. 
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a) The PDU Buffer Size 

The choice of the PDU (Protocol Data Units) buffer size depends on the 

size of the messages to be transferred. In industrial environments the messages are 

relatively short. In the case of the Mini-MAP architecture, the maximum length of 

PDUs is 1024 bytes [1]. This restriction is not imposed by the MAC layer, which 

can transmit up to 8 Kbytes, but it is due to performance considerations, namely 

bounds on token rotation times [17]. This problem does not apply in the case of our 

architecture since we use a high speed ATM transmission. The only limitation is the 

size of the segmentation and reassembly buffer managed by the AAL component. 

The length of this buffer is fixed to 128 Kbytes. For example, 4 Kbytes is the 

average message length when we are operating with 32 bit connections. 

For our MMS/ATM implementation the size of the mono-block PDU  

buffer is 1024 bytes. This choice is motivated by allowing a lower cost at 

encoding/decoding time [17]. 
b) Emission/Reception Buffer Management 

Buffer management is critical task in protocol implementation. There are 

two strategies for the choice of the architecture of an emission/reception buffer: 

mono-block or multi-blocks. The first approach is to allocate one buffer for all 

associations created by the MMS application entity. The disadvantage of this first 

approach is the wasting of a considerable amount of memory when we have a little 

number of associations. The second approach is to allocate small buffers for each 

association. This approach reduces the amount of unused memory but has the 

disadvantage of being more complex to manage. For simplicity reasons, we have 

chosen to implement the first approach. 

In this way it is necessary, in our opinion, to give a mechanism that must 

control the buffer emission and reception (Fig.3). The communication between two 

application entities, making use of MMS, is made on the basis of associations. When 

an MMS association is established, the maximum number of pending MMS requests 

is negotiated between the AEs. There are neither transport nor network layers in our 

MMS/ATM architecture. This is why we have chosen to implement the flow control 

by using a new MMS parameter that controls the padding of the emission and 

reception buffer. 

This MMS parameter is specific to client and server application processes. 

When an MMS client application sends a request service to an MMS server 

application, the client must indicate to the server the state of his reception buffer 

(empty, overflow) by using a Buffc parameter. Inversely, an MMS server application 

must signal to an MMS client application the state of his reception buffer (empty, 

overflow) by using a Buffs parameter. 
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Fig. (3). MMS Communication Sequences. 

 
c) ASN.1 Encoder and Decoder 

In Mini-MAP architecture, single transfer syntax may be used to encode 

and decode MMS PDUs. We use the same syntax for the MMS/ATM architecture. 

The ASN.1 basic encoding rules have numerous options [18]. The main option 

concerns the way in which the length field of a composed type is encoded. There are 

two possible formats: the definite format and the indefinite one. The definite format 

of encoding is much slower than the indefinite one [17]. This is why we have 

decided to encode in indefinite format. 

There are, essentially, two approaches for parsing application PDUs 

(decoder) described in ASN.1. With the table-driven approach, the syntax of PDUs 

is reflected in tables which are used by a protocol independent of the  parsing 

routine. On the other hand, in the code-driven approach, the syntax of PDUs is 

reflected in the control structure of the parser, which is protocol dependent. We have 

chosen to work with code-driven parsers because of their speed. 

d) ATM Interface Communication 

The ATM system (Fig.4) offers a communication service interface for the 

workstation and incorporates a 4x4-switching element. The chosen physical 

interface operates at SDH STM-1 (155.22 up to 622 Mbps). The switch and the 

header translator are the principal components of the communication system. The 

switch routes incoming cells to the workstation (or to the network) depending on the 

VCI and VPI values in the Cellheader. The routing tables are set or altered 

dynamically by the signaling management software when connections are opened or 

closed. 

The ATM Adaptation Layer type 5 (AAL5) chosen is hardware 

implemented. The communication between the AAL chip and the microprocessor is 

done by means of a shared memory and programmable interrupts (on a message or 

on a set of cells). A double port memory (DPRAM) has been chosen as the 

segmentation and the reassembly buffer. This avoids huge traffic on the system's 32- 

bits bus. If traditional memory (one access) is used, all data would have been carried 
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twice on the bus, which would require high bandwidth on the system bus. 

Nevertheless, DPRAM modules have very large sizes and low capacities. In order to 

concurrently process several connections, it is necessary to have about one megabyte 

of capacity or more. Therefore the chosen solution consists of a small DPRAM (128 

KB) as a temporary buffer. This ATM system is connected to the high speed PCI 

bus of the workstation. 
 

Fig. (4). Communication system. 

 
e) Communication between ATM board and MMS application layer 

The MMS Protocol Machine (MMPM) contains a set of application 

primitives to access the ATM driver (Fig.5). These primitives are of two types: 

signaling primitives and user primitives. The first type is used by the MMPM to 

execute signaling functions such as initialization or termination of a connection. The 

second type allows MMPM to send and receive data. 

• The user primitives allow to: 

- release an ATM port when the transfer is terminated (Close), 

- receive data from an ATM port (Recv), 

- send data through an ATM port (Send), 

- create an ATM port attached to an access point (Attach). 

• The signaling primitives allow to: 

- close a connection after the reception of an application request (end of 

treatment) or forced by the network (Kill), 

- deactivate the ATM board (Close), 

- initiate the ATM board (Init), 

- open an ATM connection (Connect). 
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Fig. (5). ATM Board Interface. 

 

 

4. Performance Evaluation 

The goal of the performance evaluation is to determine the improvement provided 

by the MMS-ATM architecture. The measurements are limited to the MMS request- 

responses time between two MMS-ATM nodes. The MMS standard is composed of 

a set of services and objects. Our purpose is not to implement all the MMS services 

but to design a communication system that will provide an efficient communication 

in an MMS environment. Our implementation provides only the execution of a 

subset of MMS services defined by the standard. These services are Initiate, Start, 

Write, Read, Download, and Conclude. 

 
a) MMS services description 

The MMS services implemented in our system can be described as follows: 

• Read service: the client uses the read service in order to request that a 

server returns the values of one or more variables. 

• Write service: the client writes variables at the server. In the service call a 

specification of the variables with their corresponding values is conveyed. 

• Initiate service: The Initiate service is used to establish a communication 

between two MMS-users. The Initiate service negotiates the conditions for a 

communication with the MMS-partner. 

• Conclude service: The Conclude service is used to terminate a 

communication orderly. 

• Start service: This service starts the Program Invocation. The Program 
Invocation must be in the Idle state for this service to be valid. 

• Stop service: The Stop service causes a transition from the RUNNING to 

the STOPPED state of the Program Invocation. The progress of the Program 

Invocation will be stopped. 
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• Download service: The Download service is composed of three services. 

The first service is the Download service and is used by the client to ask the 

server to begin loading. The second service is the Download Segment service 

that is used by the server to ask the client to start the download after receiving 

the Initiate Download service. Finally, after the server has received all the 

segments, a Terminate Download service is sent to the client. 

In the case of a confirmed service, the measured time T represents the 

duration between the transmission of a request and the reception of the confirmation 

by the client program (Fig.6). In case of an unconfirmed service, the transmission 

delay is the time between the transmission of a request by the client program and the 

reception of the indication primitive by the server program. 

Some MMS services are needed to manage the ATM environment. Primitives C in 

Fig.(6) represent these MMS services which are: 

• Link : This service is used by an MAE to establish an MMS environment. 

This MAE must send to the MEM all parameters necessary to initiate an MMS 

association and ATM connection. 

• ATMinit: This service defines the ATM signaling protocol parameters 

necessary to establish an AAL connection. It is used to initiate an ATM 

environment. 

• ATMclose: This service is used by a MEM service to close an AAL 

connection. 
 

Fig. (6). Transmission of an MMS request and its response. 

 

b) Measurements 

Measurements have been classified into two categories: 

1. External measurements: these consider the implementation as a closed box and 

provide response times for MMS request-responses between two MMS/ATM nodes. 
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2. Internal measurements: the implementation is evaluated from the inside to identify 

the time spent in different parts of the software. This includes PDU 

encoding/decoding, the MMPM state machine, ATM transfer and the VMD 

program. 

 
i.) External Measurements 

In this subsection, we focus on the performance perceived by user 

applications communicating via MMS. The measurements were evaluated by an 

MMS application program. The time for each service given in Table (1) was 

determined by sending a large number of them, recording the time for the total 

transmission and obtaining the average time per service request. The variables used 

in the server for experiments with the Read and Write services are of integer type 

with 2 bytes for the name and 4 bytes for value. Table 1 gives the request-response 

times of the Read, Write, Initiate, Conclude, Start, Stop, and Download services. 

We note that as the number of variables read or written increases, the 

response time increases. This cannot be explained by the existence of the AAL or 

ATM layers. The reason for this increase is that the response time depends on the 

application layer and particularly on the encoding/decoding process. We have also 

measured the response time of the Download MMS service for two segment sizes: 

512, 1024 bytes. Figure (8) indicates the Download time as a function of the 

segment number of 512 and 1024 bytes. 

 
Table (1). Average Times for some MMS services. 

 

MMS Service Time(ms) 

Read 4.30 
Write 4.80 
Initiate 4.70 

Conclude 4.00 

Start 4.30 
Stop 4.10 
Download 10.10 

 

ii.) Internal Measurements 

In the above paragraphs, we have considered the implementation of MMS- 

ATM as a black box that provides response time for MMS request-responses. This 

response time is determined by the execution time of five main components: 

MMPM, Encoder, Decoder, API and ATM transfer (Table 2). 
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Table (2). Execution Time for Read, Write and Download services. 
 

Services READ WRITE DOWNLOAD  

Component TIME (MS) Percent TIME (MS) Percent TIME (MS) Percent 

VMD 0.50 11.6 0.60 12.5 0.60 5.9 

MMPM 1.60 37.2 1.60 33.5 4.00 39.6 

ENCODER 0.80 18.6 1.00 21.0 2.00 19.8 

DECODER 0.60 14 0.80 16.5 1.50 14.9 

ATM TRANSFER 0.80 18.6 0.80 16.5 2.00 19.8 

TOTAL 4.30 100% 4.80 100% 10.10 100% 

 

Figure(7) shows the execution time of Read and Write services of one 

variable (integer that has 2 bytes as name length and 4 bytes as value length). 

 
 

Fig. (7). Average Times for Read and Write services. 

 

We have also measured the execution time of the MMS Domain service, 

which allows the transfer of data presented as segments. The request-responses time 

of the domain download service depends on the segment size. For a segment size of 

512 bytes, the response time is 10.1 ms; detailed values of these measurements are 

given in fig.(8). 
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Fig. (8). Average Times for Download service. 
 

5. Analysis and Comparison 

a) Analysis 

The external measurements show that the latency for the Download service is nearly 

twice as large as for others services. This cannot be explained by only the difference 

between the encoding/decoding time of Download service and the others services. 

The explanation is that the Download service involves twelve transfers through all 

the communication layers at the source and destination station. However for the 

other services there are only four transfers through all communication layers at the 

source and destination station. 

Our implementation allows the execution of the Download service with 

segment sizes greater than 1024 bytes. For these segment sizes the response time 

increases significantly. This is the result of the number of transfers performed 

between the emission/reception buffers and the reassembly/segmentation buffers of 

our ATM communication system. For example, a 512 bytes segment requires two 

transfers and a 1024 bytes segment requires three transfers. 

The internal measurements show that the MMPM execution time is greater 

than the encode/decode time together and is twice long as the ATM transfer time. 

This can be explained by the fact that MMPM connects seamlessly the MMS and 

AAL layers. MMPM runs some functions necessary for this connection such as: 

encapsulation, address mapping, and transfer. Details on the address mapping and 

encapsulation functions are provided in sections 3.3 and 3.4 respectively. The 

transfer function includes all low level transfer routines from the host to ATM- 

system. 
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b) Comparison between MMS/ATM and other architectures 

Now, we try to compare the performance of our MMS/ATM 

communication system with the Mini-MAP and MAP architectures. 

The Mini-MAP architecture considered consists of three layers: MMS 

application, data-link, and physical. The data-link layer is subdivided into two 

layers: the MAC (Medium Access Control) and the LLC (Logical Link Control) 

sub-layers. The MAC sublayer conforms to the IEEE 802.4 token passing bus 

standard (physical layer). The LLC sublayer offers two services:  an 

unacknowledged connectionless service (LLC type 1) and an acknowledged 

connectionless service (LLC type 3). The Mini-MAP application layer offers the 

services of a reduced subset of OSI application service elements, namely MMS, 

network management and a directory called the object dictionary. 

A major issue in manufacturing systems is the need for rapid and reliable 

communication among the wide variety of computers and automated equipment 

involved in the manufacturing process. Typically, the factory floor devices are 

incompatible with one another. A standardized communication network is needed to 

allow their interconnection. 

MAP relies essentially on a standard connection oriented ISO profile. It 

implements all of the ISO protocol layers. Note that Mini-MAP MMS does not 

differ from MAP MMS in the syntax of messages but only in the underlying support 

called MMPM that governs the message exchanges between the MAEs [17]. 

We have compared our MMS/ATM implementation with some existing 

MMS implementations. In most cases our implementation has achieved a better or 

equivalent performance and it is advantageous [19]. This is due to: 

• The use of ATM as the technology of a communication network has some 

technical advantages. In classical MMS/MAP or MMS/Mini-MAP implementations, 

the number of interconnected workstations is bounded, as well as that of logical 

segments, for example to 32 and 1 km respectively. In general, to interconnect 

several machines from different segments the designer may have to use bridges or 

gateways. This increases the network equipment and management cost. In contrast 

there are no such constraints in our MMS/ATM implementation. 

Furthermore, it is worth to use ATM, since its virtual connection concept introduces 

flexibility in the management of the network connections. 

• ATM networking provides end-to-end quality of service (QoS) guarantees 

[20]. It offers: 
✓ Transparent handling of different data types, 

✓ High requirements for multimedia applications (latency, bandwidth), 

✓ Multicast support 

✓ Real-Time support. 

• Some modern applications of multimedia communication derived from the 

auto industry are used to describe the use of this technology in design, 

manufacturing and sales [3, 21]. Our MMS-ATM architecture offers high bandwidth 

(155 up to 622 Mbps) that allows integration of innovative applications as 

multimedia in industrial environments. 
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Some examples of multimedia applications in manufacturing systems are: 

Tele-surveillance and the journal management. The Tele-surveillance application in 

a manufacturing environment provides a means for the control of remote sites. 

Remote cameras and microphones are used to capture image and audio data that are 

sent to displays, loudspeakers, storage systems, or to specific signal processing 

systems. A Tele-surveillance application defined here is similar to a robotics 

application. The journal management application provides means for recording time- 

stamped image and audio information related to specific events that are likely to 

occur on a manufacturing plant. 

These applications can be used to measure the positions of parts and guide 

the assembly process to reduce the need for costly and inflexible featuring. It can 

also be used to monitor and maintain quality of services parameters. 
 

6. Possible Improvements 

a) Introduction 

The use of both software and hardware implementation in communication system 

seems to be a key issue in high performance networking [22]. Some parts of a 

communication system are implemented in hardware to achieve better performance, 

while other parts are implemented in software yielding more flexibility. 

The goal of hardware/software design is to produce an efficient implementation that 

satisfies the performance and minimizes the cost, starting from the initial 

specification. However, it exists a diversity of technological solutions based on 

available hardware/software components. The designer needs to explore the possible 

solutions either using automated tools or selecting his choices manually. Different 

solutions are analyzed to choose the best one from trade-offs between both 

technologies. The latter result is the one that satisfies best the required performance. 

At any stage of the design, the user can cancel one or several design steps in order to 

explore new choices. 

The MMS/ATM communication system presented in this paper is 

composed of two parts: hardware and software. We have evaluated and analyzed in 

section 4.2 the performance of such a system. As a result, we have noted that the 

transmission delay of MMS services depends on the performance of the software 

part. Our objective is to improve the transmission delay of MMS services by 

implementing in hardware/software solution. This software part contains some 

critical tasks such as encoding and decoding process. 

 
b) Transmission delay 

In this subsection, we study the transmission delay of MMS services. We 

are interested in the delay caused by the execution of protocol layers, in particular 

the execution of MMS/ATM communication sublayer. We calculate the percentage 

of the execution time in this sublayer with respect to the total time of the MMS 

service transmission delay. This percentage is calculated for different robot response 

times. 
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The transmission delay of the MMS Write service is composed of seven 
laps of times (Fig.1). t1 and t6 are the execution times of client and server 
application entities, respectively. t3 and t4 represent the transmission times between 
two MMS/ATM nodes. The execution time of the MMS/ATM communication 
sublayer at client and server node is, respectively, t2 and t5. Finally, t7 is the 
response time of industrial equipment (e.g. Robot). 

We have defined three functions te, tc and R: 
✓ Execution time of MMS/ATM communication software part te = 2*(t2 

+ t5) (MMS/ATM communication sublayer), 
✓ Execution time of the MMS Write service tc = te + 2*(t1 + t3 + t4 + 

t6) + t7, 
✓ The ratio: R = te/tc 
When the response time of a robot is 100 ms, the execution time (te) of the 

MMS/ATM communication sublayer which is a software part is not significant. But 
this execution time (te) becomes significant (39%<R<60%) when the response time 
of a robot is less than 10 ms. In this case, a hardware/software implementation of the 
MMS/ATM communication sublayer is recommended to satisfy the real-time 
requirements of industrial applications. 

By implementing an MMS/ATM rather than an MMS/TCP/IP/ATM, we 
thought, we have implemented a faster communication system. However, Fig.(9) 
indicates that the overhead incurred due the MMS/ATM communication sublayer, 
which is a software implementation, can reach 60% of the overall communication 
time. This justifies a hardware/software implementation of this sublayer, hoping to 
achieve better performance. 

 

Fig.(9). Write execution time Ratio with different t7 values. 
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7. Conclusions 

In this paper we have studied the implementation structure and the resulting 

performance of an MMS/ATM communication system. Then we evaluated the 

performance of this implementation from an external and an internal point of view. 

The external measurements show the response time of MMS services  

which is high for some application’s critical-time. We have expected that the use of 

ATM technology (high speed) and the minimization of the number  of protocol 

layers will yield small response times. To understand the partition of this 

transmission delay in each part of our MMS/ATM communication system and to 

propose a solution to decrease this delay, we have carried out internal  

measurements. 

The internal measurements have shown that most of the MMS request-response time 

(80%) is spent in the  MMS/ATM  application  layer  stack.   Then,  we   have 

studied a hardware/software implementation of the MMS protocol. This kind of 

implementation allows improving optimal cost of the transmission delay of MMS 

services. As a result, the time spend in the application layer becomes 60% per cent 

of the MMS request-response time. 

Experience made has shown that memory management is a key factor for 

the performance of the encoding and decoding process. We have chosen to 

implement the encoding/decoding process in hardware on a co-processor. This 

hardware implementation allows a better encoding/decoding performance avoiding 

any memory management problems. 
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