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Abstract: Customer churn is a key concern in numerous companies, including the telecom industry. Decision-makers and business analysts 

feel that retaining existing consumers is less expensive than acquiring new clients. To provide a retention solution, customer relationship 

management (CRM) analysts must recognize customers who intend to quit the company and understand patterns of behavior from existing 

churn customers' data. This paper provides a Hybrid Prediction Model (HPM) that employs classification and clustering approaches to predict 

client attrition. To pick the key characteristics, the proposed model uses an RFE algorithm, filter method, Boruta algorithm, and correlation 

matrix, as well as Density-based Spatial Clustering of Applications with Noise (DBSCAN) to discover and eliminate outlier data. In addition, 

it uses stacking classifier to categorize consumers, tuning threshold to handle data imbalance, and k-mean algorithm to segment churning 

customers—whom the stacking classifier has classified—into groups to make group-based retention offers. The Telecom dataset is not publicly 

available due to protect the private information of customers. Thus, the data used in this study was obtained from Openml Website. The data 

set contains 5000 observations and 21 variables. Moreover, the proposed model can be easily adapted and applied on larger datasets. Several 

metrics are used to evaluate the proposed hybrid prediction model, including accuracy, recall, precision, receiving operating characteristics 

(ROC) area, and f-measure. The results show that our hybrid model outperforms single techniques. Furthermore, when changing the threshold 

in terms of recall metrics, the model performs better. 
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1. INTRODUCTION 

 

Companies across all industries are focusing on data investment to implement new policies or make 

strategic decisions that better serve their customers to obtain a competitive advantage and achieve success. 

Supermarkets, for example, remodel their layout to increase sales, while telephone companies devise new 

tariff structures to tempt people to make more calls. Both responsibilities necessitate the analysis of past 

data on client consumption habits to establish the patterns of making such strategic judgments. For many 

years, statisticians manually "mined" databases seeking for statistically significant patterns, but the volume 
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and variety of data now greatly exceed the capacity of manual analysis, leading to the application of data-

mining techniques and data science principles in business [1]. 

Data mining is the process of acquiring knowledge by extracting and detecting hidden patterns and 

relationships in datasets using mathematical, statistical, machine learning, and artificial intelligence 

approaches [2]. Data mining employs specialized software tools that enable businesses to examine and 

study data to uncover data content relationships, define a comprehensive and consistent set of customer 

profiles to better understand customer behavior, needs, and profitability, and build models to predict future 

customer behavior [3]. 

Churn rate is an important factor in many professions and businesses, particularly in the phone service 

market, where mobile phone firms fight for clients, making it easier for customers to switch from one 

company to another. The wireless telecom industry is experiencing a major issue of customer churn, with 

telecommunications businesses losing 27% of their clients each year, resulting in massive financial losses 

and the loss of the company's reputation and brand [4]. It is also well known that getting a new customer 

costs five to six times as much as retaining an existing customer [5]. Poor customer service is one of the 

many reasons for churning. To find and keep customers, organizations must develop a more complete and 

accurate churn prediction model, which is less expensive than recruiting new customers. As a result, the 

most difficult task for CRM is to retain existing clients and lower churn rate because neglect may result in 

major profit reduction. The primary goal of the churn prediction model is to identify these consumers so 

that suitable retention efforts may be implemented, and the organization can benefit by increasing total 

revenue [6]. 

In the telecommunications industry, machine learning algorithms have demonstrated excellent 

effectiveness in predicting customer attrition. Furthermore, when compared to other classification models, 

ensemble learning techniques have proven to be effective at predicting customer attrition. However, 

machine learning algorithms encounter severe challenges, such as an imbalanced distribution of classes in 

data, where the number of churner customers is typically substantially lower than the number of non-

churner customers, and outlier data, which can affect accuracy. The hybrid machine learning approaches 

for predicting customer churn that include clustering and classification algorithms can increase the 

effectiveness of a single classifier algorithm by processing data by removing outliers before completing 

the classification task. 

The purpose of this study is to construct a predictive model that will aid telecom operators in predicting 

consumers that are likely to churn. Optimizing predictive model performance by removing outliers using 

DBSCAN-based outlier detection and resolving dataset imbalance by tuning threshold to improve 

predictive model performance. 
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The remainder of this work is structured as follows: Section 2 presents works that are related. The 

methodology is described in Section 3. Section 4 presents the acquired results as well as a discussion. 

Finally, Section 5 concludes this paper. 

 

2. RELATED WORKS 

Previous efforts in the telecoms sector have constructed churn prediction models using a single 

classification strategy or by incorporating clustering and classification algorithms to assist enterprises in 

recognizing, forecasting, and retaining churning consumers, hence assisting in decision making and CRM. 

Using the supplied dataset, [7] presented and assessed two prediction models based on decision trees and 

logistic regression. These approaches give explanations for why consumers churn, as well as a list of 

customers who are prone to churn. 

To handle the customer attrition problem in a Chinese telecom firm with around 5.23 million consumers, 

He et al. [8] developed a hybrid prediction model based on RBF neural network and Analog Complexion 

Cluster. The RBF neural network predicts customer churn, and the AC cluster is used to separate churn 

consumers into different categories based on RBF neural network prediction findings to aid in marketing 

and related operations. The overall accuracy percentage of 91.1% was used as the standard for forecast 

accuracy. 

Liao and Chueh [9] employed fuzzy logic to offer an effective marketing plan by analyzing prior records 

of marketing activity results. This marketing model assists telecom service providers in determining the 

appropriate marketing techniques for various client segments to efficiently reduce customer churn. 

Qureshi et al. [10] used a variety of machine learning approaches and algorithms to identify clients at risk 

of churning, including logistic and linear regression, K-Means clustering, Artificial Neural Networks, and 

Decision Trees such as Exhaustive CHAID, CHAID, QUEST, and CART. This study examined a dataset 

of 106,000 consumers, with 94.1% of them being active users and only 5.9% churners, and several re-

sampling approaches were applied to address the imbalance class problem. After developing the models, 

the precision, recall, and F-measure are calculated and compared. According to the results, the Exhaustive 

CHAID algorithm is the best. 

Gaur and Dubey [11] proposed a variety of machine learning approaches and algorithms to assess customer 

attrition, including Logistic Regression, SVM, Random Forest, and Gradient boosted tree. According to 

the data, gradient boosting is the most accurate model, with an AUC value of 84.57%, Logistic regression 

and Random Forest are average, with AUC values of 82.86% and 81.26%, respectively, while SVM is the 

least accurate model, with an AUC value of 79.75%. 

Pamina et al. [12] suggested three prediction models, KNN, Random Forest, and XGBoost, to improve the 

accuracy of customer churn prediction. In reality, a comparison study was undertaken between these 

models to choose the optimum model with the highest accuracy. The attributes that have the greatest 
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influence on customer attrition were then selected using the best classifier. The authors demonstrated that 

the XGBoost model outperforms the KNN and Random Forest models, and that Fiber Optic clients with 

higher monthly prices had a bigger influence on turnover. 

Jain et al. [13] suggested two models (Logistic regression and Logit Boost) for forecasting customer 

turnover using a database from Orange, an American telecommunications firm, with 3333 occurrences. 

These models are evaluated using a variety of performance metrics. The authors revealed that there was 

no significant difference in the performance of the proposed models, with the logistic regression showing 

an accuracy of 85.2385% and the Logit Boost showing an accuracy of 85.1785%. It should be highlighted 

that the majority of research focuses on generating more accurate models rather than the significance of 

data pre-processing. 

Furthermore, numerous research presented hybrid machine learning approaches to improve model 

performance by integrating two or more algorithms, one of which is utilized to analyse data before 

conducting the classification task. Some writers recommended grouping the data into numerous groups 

and then deleting some tiny clusters as a method of filtering out unrepresentative data, and they 

demonstrated considerable improvements in classification accuracy. 

Hudaib et al. [14] introduced three two-phase hybrid models (the clustering phase and the prediction 

phase). A clustering algorithm clearly splits data into distinct categories, and the two biggest groups, which 

represent non-churners and churners, are combined and utilized as input to the next step, which predictions 

customer behavior. Small groups, on the other hand, are eliminated because they show unrepresentative 

behaviors and outliers. The first model combines hierarchical clustering with MLP-ANN, the second with 

the k-means method, and the third with self-organizing maps (SOM) and MLP-ANN. The authors 

demonstrated that the three hybrid models outperformed the standard single models. 

To address the obstacles of predicting hybrid large-scale datasets and boost the accuracy of customer churn 

prediction, the authors of [15] used a hybrid model combining fuzzy K-Prototypes (FKP) and support 

vector machine (SVM). To cluster the mixed attributes, a fuzzy K-Prototypes technique was applied. Then, 

in each cluster, samples close to the cluster center are chosen as the input of SVM to tackle the problem 

of SVM classification accuracy for large-scale data. 

Tsai and Lu [16] suggested two hybrid churn prediction models: ANN+ANN and SOM+ANN. The first 

algorithm is designed to remove outliers or unrepresentative data, and the outputs are utilized to train the 

second algorithm and develop the prediction model. In terms of prediction accuracy, Type I and Type II 

errors, the authors demonstrated that hybrid models outperform the baseline neural network model, and 

that the ANN + ANN hybrid model outperforms both the baseline model and the hybrid model SOM + 

ANN. 
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3. METHODOLOGY 

This section goes into detail about the proposed churn prediction model. Fig. 1 depicts the proposed model 

for predicting client attrition. The proposed prediction model includes several processes, such as data pre-

processing, which includes removing missing-value data and normalizing the data to transform it into an 

appropriate format, extracting the important attributes, detecting and cleaning outlier data based on 

DBSCAN, applying the stacking model to classify customers as churn or non-churn, and tuning the 

prediction threshold to address data imbalance. Using the k-means clustering method to divide churn-

predicted customers into groups representing distinct behaviors and generating a suitable retention policy 

for each group to maximize firm revenues. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: The suggested model's methodology for predicting customer attrition 

 
3.1. Data Set Selection 

In this paper, we used a public dataset accessible on the Openml Website [17], which contains 5000 

instances and 21 characteristics. For churned consumers, the target feature has a value of "1" while for 

non-churned customers, it has a value of "0." (See Table 1). 

Table 1: Description of the dataset 

Instances Attributes Target Class 

5000 21 
1 → Represent churn 

0 → Represent non-churn 
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3.2. Exploratory Data Analysis 

The initial stage in developing a model is exploratory data analysis (EDA). The exploratory aspect implies 

that as you move, your understanding of the problem you are or may be solving alters [18]. Clearly, in this 

step, we explore the dataset and look at the data to understand it; to ensure the correctness of data and 

ready to use (ensure that the data is on the scale you expect); to understand hidden patterns within the data; 

to identify features with missing values; and to discover relationships between variables. 

It should be mentioned that visualizations such as histograms, bar graphs, and scatter plots were utilized 

to explore data utilizing strong Python libraries such as Matplotlib, NumPy, Pandas, and Seaborn. It is 

worth noting that the dataset does not contain any categorical variables; all of the values are numerical, 

and there are no missing values. As a result, the values are complete, and there is no need to change their 

format or deal with missing data during the pre-processing step. The desired variable in our dataset is the 

"class" column, where about 86% of customers stay and 14% churn (See Fig. 2). As a result, it is obvious 

that the data set is unbalanced. 

 

 

 

 

 

 

 

 

Fig. 2: The percentage of consumers who churn and do not churn 

 

3.3 Data Pre-processing 

In general, data pre-processing procedures denote the deletion, insertion, or change of training set data. 

Data preparation can make or break a model's prediction ability [19]. As a result, raw data is prepared and 

changed in this phase into a more intelligible and legible format, making it more suited for modeling. A 

substantial process, such as feature scaling, is used to accomplish this. 

3.3.1. Feature scaling 

The dataset comprises qualities with a broad variety of magnitudes, units, and ranges, and these attributes 

are evaluated on different scales; as a result, if the Euclidean distance computation is utilized directly, the 

influence of certain attributes may be completely negated by others with larger measurement scales. As a 

result, we must scale all of the properties to the same scale. When the input attributes have different scales, 

machine learning algorithms do not operate effectively [20]. Feature scaling is one of the most significant 

transformations we must do to data. The standardization method is used, which rescales the dataset's value 

distribution so that the mean of observed values is zero and the standard deviation is one. Individually, 
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each input variable is rescaled by subtracting the mean (to guarantee that standardized values always have 

a mean of zero) and dividing by the standard deviation, yielding standardized values with a common 

standard deviation of 1. The standardization approach is utilized, in which the value distribution of the 

dataset is rescaled so that the mean of observed values is zero and the standard deviation is one. 

3.3.2. Feature selection 

In this phase, we will remove non-informative or redundant predictors (features) from the dataset. There 

may be benefits to deleting predictors before training the model. To begin with, fewer predictors mean less 

complexity and processing time. Second, if there is a connection between two predictors, it indicates that 

they give the same information and that one of them should be deleted without compromising the model's 

performance to obtain a more parsimonious and explicable model. Third, without the problematic 

variables, there can be a significant improvement in model performance and/or stability [19]. 

It should be emphasized that three separate approaches were employed to undertake feature selection, 

identifying the common features obtained from these methods, and deleting remaining features to ensure 

the correct elimination of non-informative or redundant predictors. The correlation matrix between the 

selected common features was then performed to determine the correlation between them, and if any two 

features have a strong correlation, one of them would be deleted. 

3.3.3. Elimination of the recursive feature 

The Recursive Feature Elimination (RFE) method removes attributes iteratively and builds a model on 

those that remain. The model's accuracy is used to rank the qualities in order of relevance. In fact, the 

number of attributes to be chosen is a critical parameter, but we cannot determine the appropriate number 

of attributes to select using RFE. As a consequence, the optimal number of features is established first by 

selecting different numbers of features from the dataset ranging from 2 to 20 and assessing them using k-

fold cross-validation with Random Forest Classifier to identify the number of features with the highest 

accuracy. 

Fig. 3 depicts the RFE accuracy based on the number of features. As we can see, performance improves 

as the number of features increases, with the best accuracy at number 10 being the ideal amount of features. 

 

 

 

 

 

 

 

 

Fig. 3: Depicts the RFE accuracy based on the number of features 
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3.3.4. Filtering method 

This approach use statistical techniques to screen and assess the association between the target variable 

and each input variable on the training dataset, and then returns the scores to determine the strength of the 

relationship [19]. These scores are used to filter and choose the variables that will be included in the model. 

3.3.5. Boruta algorithm 

Boruta [21] is a feature selection algorithm based on statistical foundations. The features in this algorithm 

do not compete with one another. Instead, they compete with shadow features, which are random copies 

of themselves. The concept is that a feature is selected if it outperforms the best random feature. Obviously, 

we will employ the Borutapy package. The most significant parameters in this package are an estimator 

and max iter to determine the key traits. To begin, we will utilize the random forest as an estimator, with 

max iter set to 20 iterations. The key features will then be saved in Boruta. Table 2 summarizes the features 

that were chosen for each strategy. 

Table 2:  Features that were selected in each method 

NO Feature Filter RFE Boruta Total 

1  total_intl_minutes True True True 3 

2  total_eve_minutes True True True 3 

3  total_eve_charge True True True 3 

4  total_day_minutes True True True 3 

5  total_day_charge True True True 3 

6  number_vmail_messages True True True 3 

7  number_customer_service_calls True True True 3 

8  international_plan True True True 3 

9  voice_mail_plan True False True 2 

10  total_night_minutes False True True 2 

11  total_intl_charge True False True 2 

12  total_intl_calls False True True 2 

13  total_night_charge False False True 1 

14  total_night_calls False False False 0 

15  total_eve_calls False False False 0 

16  total_day_calls False False False 0 

17  state False False False 0 

18  phone_number False False False 0 

19  area_code False False False 0 
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20  account_length False False False 0 

 

3.3.5. Correlation between independent variable 

In this stage, we will compute the correlation matrix between independent variables to determine their 

correlation with any two variables that have a strong correlation, and we will delete one of them to prevent 

data with strongly linked predictors. In fact, redundant predictors frequently add more complexity to the 

model than they give. 

It should be noted that the correlation matrix between independent variables was created and the 

correlations between them were discovered. The correlation matrix between independent variables is 

shown in Fig. 4, and as can be seen, there is a strong correlation between the following variables: [total 

day charges and total day minutes], [total eve minutes and total eve charges], [total night minutes and total 

night charge], and [total intl minutes and total intl charge]. As a result, the variables [total day minutes, 

total eve minutes, total night minutes, and total international charge] were removed from the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Depicts the correlation matrix among independent variables 

3.4 Outlier Detection Based on DBSCAN 

Detecting and cleaning outlier data before to training the model is crucial to ensuring that the observations 

best represent the problem and, as a result, producing more accurate predictions [22]. The DBSCAN [23] 
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algorithm is used in this step to find and remove outlier data. The goal is to discover sites that are in 

"packed" zones, also known as dense regions. Outliers are points that are located outside of the dense 

zones. To find clusters and outliers, DBSCAN necessitates the use of two parameters: eps and minimum 

points (MinPts). It should be noted that the eps parameter reflects the distance utilized to establish whether 

or not a data point is in the same area as the other data points (setting eps to be small means a large part of 

points will be considered as outliers, setting eps to be large means that more points will be included into 

the cluster). MinPts reflect the minimal number of data points that must be grouped together for a region 

to be considered high-density (as min samples increase, fewer points will be labeled as core points and 

more points will be labeled as noise). 

DBSCAN is explained in Algorithm 1. For minPts, minPts must be larger than or equal to the dataset's 

number of dimensions. In contrast, the dataset for eps is converted from high dimension to two dimensions 

using Principal Component Analysis (PCA) techniques. The distance between a data point and its nearest 

data points is then calculated for each data point in the dataset. Plotting these k-distances yields the "knee," 

which corresponds to the ideal eps parameter. The optimal value for eps is at the point of maximum 

curvature in the K-distance graph, which appears to be approximately 0.15 in Fig. 5. With eps set to 0.15 

and min samples set to 5, there were 5 clusters and over 115 data points were considered outliers/noise. 

Fig. 6 depicts the outcome of grouping datasets plotted in a two-dimensional graph. DBSCAN, as seen in 

the graph, grouped the data points into five groups and discovered noise in the dataset. It should be noted 

that we deleted all of the outlier data from the dataset before training the model with the remaining data. 

Table 3 contains a description of the dataset once it has been prepared.  

 

 

 

 

 

 

 

 

 

 

Fig. 5: Shows the K-distance Graph and optimal eps value 
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Fig. 6: The DBSCAN clusters. 

 

Algorithm 1: The pseudo-code of the proposed technique DBSCAN to detect and remove outlier data 

Input Dataset X, minimum distance between points to be considered close "eps", number of 

close points needed to define a cluster "minPts". 

Output Number of clusters and outlier data 

Procedure                     𝐷𝐵𝑆𝐶𝐴𝑁(𝑋, 𝑒𝑝𝑠, 𝑚𝑖𝑛𝑃𝑡𝑠) 

𝒇𝒐𝒓 𝑒𝑎𝑐ℎ 𝑢𝑛𝑣𝑖𝑠𝑖𝑡𝑒𝑑 𝑝𝑜𝑖𝑛𝑡 𝑥 𝑖𝑛 𝑑𝑎𝑡𝑎 𝑋 𝒅𝒐 

𝑚𝑎𝑟𝑘 𝑥 𝑎𝑠 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 

𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠 = 𝐺𝑒𝑡𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑥, 𝑒𝑝𝑠) 

𝒊𝒇 𝑠𝑖𝑧𝑒𝑜𝑓(𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠) <  𝑚𝑖𝑛𝑃𝑡𝑠 𝒕𝒉𝒆𝒏 

𝑚𝑎𝑟𝑘 𝑥 𝑎𝑠 𝑁𝑂𝐼𝑆𝐸 

                                                     𝒆𝒏𝒅 

                                                     𝒆𝒍𝒔𝒆 

𝐸𝑥𝑝𝑎𝑛𝑑𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑥, 𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠, 𝑒𝑝𝑠, 𝑚𝑖𝑛𝑃𝑡𝑠) 

                                                     𝒆𝒏𝒅 

                                      𝒆𝒏𝒅 𝒇𝒐𝒓 

 

                    𝐸𝑥𝑝𝑎𝑛𝑑𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑥, 𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠, 𝑒𝑝𝑠, 𝑚𝑖𝑛𝑃𝑡𝑠) 

                        𝑎𝑑𝑑 𝑥 𝑡𝑜 𝑛𝑒𝑤 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝐶 

                       𝒇𝒐𝒓 𝑒𝑎𝑐ℎ 𝑥′ 𝑖𝑛 𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠 𝒅𝒐 

                   𝒊𝒇 𝑥′ 𝑖𝑠 𝑛𝑜𝑡 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 𝒕𝒉𝒆𝒏 

                  𝑚𝑎𝑟𝑘 𝑥′ 𝑎𝑠 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 

𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠′ = 𝐺𝑒𝑡𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑥′, 𝑒𝑝𝑠) 

    𝒊𝒇 𝑠𝑖𝑧𝑒𝑜𝑓(𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠′)  >=  𝑚𝑖𝑛𝑃𝑡𝑠 𝒕𝒉𝒆𝒏 

                                                              𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠 =  𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠 +  𝑛𝑖𝑒𝑔ℎ𝑏𝑟𝑃𝑡𝑠′ 
    𝒆𝒏𝒅 

                  𝒆𝒏𝒅 

                                               𝒊𝒇 𝑥′ 𝑖𝑠 𝑛𝑜𝑡 𝑚𝑒𝑚𝑒𝑏𝑒𝑟 𝑜𝑓 𝑎𝑛𝑦 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝒕𝒉𝒆𝒏 

                                                              𝑎𝑑𝑑 𝑥′ 𝑡𝑜 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝐶 

                  𝒆𝒏𝒅 

                        𝒆𝒏𝒅 𝒇𝒐𝒓 

 

                        𝐺𝑒𝑡𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑥, 𝑒𝑝𝑠) 

𝒓𝒆𝒕𝒖𝒓𝒏 𝑎𝑙𝑙 𝑝𝑜𝑖𝑛𝑡𝑠 𝑤𝑖𝑡ℎ𝑖𝑛 𝑥′𝑠  𝑒𝑝𝑠 − 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑 (𝑖𝑛𝑐𝑙𝑢𝑑𝑖𝑛𝑔 𝑥) 
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Table 3: Dataset before and after pre-processing stage 

 Instances Attributes 

Original Dataset 5000 21 

Dataset after preparing 

Data 
4885 10 

 

3.5 Applying Stacking Classifier 

The preceding step's dataset is divided into a training set and a testing set. The training set's division 

proportion is 80%, while the testing set's division proportion is 20%. Stacking Ensemble Machine Learning 

is used on the training data to learn how to identify consumers as non-churners or churners. In actuality, 

the stacking model has two levels: the base-model, which has two or more classifiers trained on the training 

dataset and whose predictions are assembled, and the meta-model, which contains a classifier that 

combines the base model's predictions. The major reasons for utilizing stacking are efficiency and 

accuracy, because the classifiers used to form the stacking model generate errors after being trained on a 

batch of data. However, the errors produced by different classifiers are not always the same [24]. Stacking 

aims to determine which classifiers are reliable by utilizing the meta learner to determine how to best mix 

the outputs of the base learners [25]. Algorithm 2 provides the stacking method's pseudocode. 

Cross-validation is used to test the Random Forest, Logistic Regression, k-Nearest Neighbors, Decision 

Tree, Support Vector Machine, and Naive Bayes models on the training data [26]. High-performance 

models are chosen to generate the base model, and Logistic Regression is used to build the meta-model in 

the stack model. The stacking model is then reviewed and compared to the models that were utilized to 

construct it. 

Due to the imbalance in the dataset, a stratified k-fold cross-validation is employed for evaluation, where 

it is ensured that the ratio of positive to negative cases discovered in the original distribution is respected 

in all folds [27]. Because the dataset is tiny and unbalanced, we will use K = 5 [28]. It should be highlighted 

that in the class that is underrepresented in the data sample, there is an interest in and bias toward model 

performance. Because typical measures such as classification accuracy or classification error are not 

sensitive to skewed domains, various assessment metrics like as accuracy, recall, Precision, F-Measure, 

ROC-AUC, and confusion matrix are employed in conjunction with stratified k-fold cross-validation. As 

a result, it is untrustworthy and deceptive [29]. 

 

Algorithm 2: The pseudo-code of the Stacking algorithm 

Input Training Dataset {(𝑋1, 𝑦1), (𝑋2, 𝑦2), … , (𝑋𝑚, 𝑦𝑚)} 
Base learning algorithms 𝐿1, 𝐿2, … , 𝐿𝑇 
Meta learning algorithm 𝐿 



13 

 

Processing 𝐒𝐭𝐞𝐩 𝟏: Learn first − level classifiers 
𝒇𝒐𝒓 𝑡 =  1,2, . . . , 𝑇 𝒅𝒐 
ℎ𝑡 = 𝐿𝑡(𝐷) # learn a base classifier ℎ𝑡  based on D 
𝒆𝒏𝒅 𝒇𝒐𝒓 
𝑺𝒕𝒆𝒑 𝟐: Construct new data set from D 
𝒇𝒐𝒓 𝑖 =  1,2, . . . , 𝑚 𝒅𝒐 
             𝒇𝒐𝒓 𝑡 = 1,2, … , 𝑇 𝒅𝒐 
             𝒛𝒊𝒕 = ℎ𝑡(𝑥𝑖)  # 𝑈𝑠𝑒 ℎ𝑡  𝑡𝑜 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦 𝑡ℎ𝑒 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑒𝑥𝑎𝑚𝑝𝑙𝑒 𝑥𝑖  
             𝒆𝒏𝒅 𝒇𝒐𝒓 
            𝑫′ = 𝑫′((𝒛𝒊𝟏, 𝒛𝒊𝟐, … , 𝒛𝒊𝑻), 𝒚𝒊) 
𝒆𝒏𝒅 𝒇𝒐𝒓 
𝑺𝒕𝒆𝒑 𝟑: Learn a second − level classifier 
ℎ′ =  𝐿(𝐷′) # 𝑡𝑟𝑎𝑖𝑛 𝑎 𝑚𝑒𝑡𝑎 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟 ℎ′ 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑛𝑒𝑤𝑙𝑦 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑 𝑑𝑎𝑡𝑎 𝐷′ 

Output 𝐻(𝑥) = ℎ′(ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑇(𝑥)) 

 

3.6 Threshold Tuning 

A decision threshold parameter governs the choice to classify a client as churn or no-churn; the default 

value for the threshold is 0.5. Prediction probability values greater than or equal to 0.5 are allocated to 

class 1 (churn), whereas prediction probability values less than 0.5 are assigned to class 0. (no-churn). 

Using classifiers without adjusting the output threshold can be a critical mistake because the class 

distribution is severely skewed towards the positive class (minority), and this skewness leads to the 

creation of many false-negative predictions, which reduces the model's performance on the positive class 

(minority) compared to its performance on the majority class (negative), and the cost of one type of 

misclassification is more significant than another type of misclassification [30]. 

As more consumers are categorized as positive, lowering the threshold reduces the false-negative rate 

while increasing the true-positive rate. A higher threshold, on the other hand, reduces the false positive 

rate while increasing the actual negative rate since fewer consumers are categorized as positive (Churn) 

[16]. The ROC curve is then utilized to establish the ideal threshold that yields greater true positive rates, 

in which the model is assessed using a range of thresholds and these thresholds are plotted on the ROC 

curve. The G-mean measure is then applied to determine the best threshold and plot it on the ROC curve 

(He and Ma, 2013) [31]. 

3.7 Customer Profiling and Retention through Clustering 

It is worth noting that decision makers are interested in identifying churner behavior and implementing a 

suitable retention strategy to optimize the company's earnings. As a result, in this study, we are concerned 

with consumers who will leave the organization, therefore churner clients will be chosen and their actions 

will be analyzed. The K-mean clustering technique is clearly used to separate consumers into groups based 

on their behavior, detecting comparable patterns and characteristics for each category to build policies to 

keep churn clients. 
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4. RESULTS AND DISCUSSION 

The results will be presented in this section. It is worth noting that we used 5-fold cross-validation to assess 

Random Forest, Support Vector Machine, Decision Tree, k-Nearest Neighbors, Logistic Regression, and 

Naive Bayes models on the training dataset to create the staking model. As foundation models, we selected 

the classifiers with the highest accuracy. The accuracy of these classifiers is shown in Table 4. The findings 

showed that the Random Forest, Support Vector Machine, Decision Tree, and k-Nearest Neighbors 

performed the best, with accuracy of 95.6%, 93.6%, 91.8%, and 91.6%, respectively, therefore they were 

chosen as base models, while Logistic Regression was utilized as a meta-model. 

Table 4: Average accuracy over the 5-folds of six classifiers using the selected variables and values 

Model Accuracy % 

Random Forest 95.6 

Support Vector Machine 93.6 

Decision Tree 91.8 

k-Nearest Neighbours 91.6 

Logistic Regression 86.8 

Naive Bayes 86.0 

 

Furthermore, the suggested model was tested on the training dataset and compared to the classifiers 

employed in the base model. Table 5 details the performance of the proposed model and various classifiers. 

Our proposed model outperformed the other models, according to the results (i.e., Random Forest, Support 

Vector Machine, Decision Tree, and k-Nearest Neighbors). We can plainly observe this because we 

outperformed the other models with an accuracy of 95.9%, a recall of 77.8%, and an F-measure of 84.2%. 

Table 5: The performance of our stacking model and other models that are used as base models with 5-fold cross-validation 

Model 
Accuracy 

% 

Recall 

% 

Precision 

% 

F-measure 

% 

Random Forest 95.6 74.9 93.2 83.0 

Support Vector Machine 93.6 61.0 90.9 73.0 

Decision Tree 91.8 74.0 70.1 72.0 

k-Nearest Neighbours 91.6 48.2 86.7 61.9 

Stacking 95.9 77.8 91.9 84.2 

 

The predictions on the testing set were made to determine the prediction model's performance using the 

default threshold. It should be noted that, as we have shown in previous sections, there is an imbalance in 

the dataset, and we care about the customers who leave, since the true positive rate and recall are equal, 

therefore we have tweaked the threshold using the ROC curve to solve this imbalance and get a greater 

recall rate.  

Table 6 shows the detailed performance of the stacking model using the default threshold and optimal 

threshold. Also, in Fig. 7 and Fig. 8, we introduce the confusion matrix of the stacking model when applied 

to the test dataset using the default threshold and tuning threshold. Moreover, the ROC curve with a range 

of thresholds (0.1 to 0.5) and with the optimal threshold, have been presented in Fig. 9 and Fig. 10. The 

results showed that the proposed prediction model with the optimal threshold (0.346) achieved the highest 
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performance (true positive rate or recall up to 91.4%), as compared to the proposed prediction model with 

the default threshold. 

Table 6: The stacking model's performance using the default and optimal thresholds 

 Model with default Threshold Model with best Threshold 

Accuracy % 98.3 97.9 

Recall % 89.1 91.4 

Precision % 97.4 92.1 

F-measure % 93.1 91.8 

ROC AUC 94.4 95.1 

 

 

 

Fig. 7: The confusion matrix of the stacking model when applied to the test dataset using the default threshold 

 

 

 

 

 

 

 

 

 

 

Fig. 8: The confusion matrix of the stacking model when tuning the threshold 

 

 

 

 

 

 

 

 

 

Fig. 9: The ROC curve for stacking with multi thresholds from 0.1 to 0.5 
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Fig. 10: The ROC curve for stacking with the best thresholds 

 

4.1 Effect of DBSCAN and Threshold Tuning 

The effect of DBSCAN-based outlier identification and threshold tweaking on the performance of the 

stake classifier is presented in this section. The original dataset was split into two parts: training and testing. 

The stacking classifier was then fitted to the training set, and the testing set was predicted. Table 7 shows 

how the stake classifier performed before and after using DBSCAN to find and eliminate outlier data. In 

addition, Fig. 11 depicts the confusion matrix of the stacking model without DBSCAN. As we can see, the 

accuracy, recall, precision, F-measure, and ROC AUC of the stacking classifier for the original dataset are 

96.7%, 82.5%, 90.4%, 86.3%, and 90.6%, respectively. After removing the outlier data, the accuracy, 

recall, precision, F-measure, and ROC AUC of the stacking classifier are 97.9%, 91.4%, 92.1%, 91.8%, 

and 95.1%, respectively. 

Table 7: Stacking model performance with and without DBSCAN 

 Stacking with DBSCAN Stacking without DBSCAN 

Accuracy % 98.3 96.7 

Recall % 89.1 82.5 

Precision % 97.4 90.4 

F-measure % 93.1 86.3 

ROC AUC % 94.4 90.6 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11: The confusion matrix for stacking model without DBSCAN 
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In summary, we can conclude that using DBSCAN-based outlier identification on the stacking classifier 

will increase the model's performance. Furthermore, as demonstrated in Table 6, tweaking the threshold 

can improve the proposed classifier's performance in terms of recall and ROC AUC. 

4.2 Clustering Output 

 The k-means algorithm classified customers into three categories: risky, which has the greatest percentage 

of churners; medium, which has a moderate percentage of churners; and low, which has a negligible 

percentage of churners. Figure 12 highlights the churner segmentation, demonstrating that clusters 0 and 

1 have a large percentage of churners, with 40% and 48%, respectively, compared to cluster 2, which has 

just 11%. As a result, the corporation can keep these two groups to maximize profits. To comprehend the 

behavior of customers in each group, similar patterns and characteristics for each group have been 

discovered; Figure 13 depicts the behavior of each group with various features. The threshold value for 

each attribute from each clustering was retrieved to create rules for the future suggestion of only similar 

consumers. Win-back campaigns may be developed for each class depending on its classification, and they 

can give a loyalty program, a special offer, or a package as a reward to ensure client retention by targeting 

the appropriate class for retention. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 12: The segmentation of churn customers 
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 Fig. 13: Attributes behavior in each cluster 

 

 

5. CONCLUSION 

Since customers are telecom businesses' primary competitive advantage, customer churn prediction has 

become a major issue in the firm's CRM to retain customers and compete with other companies by 

identifying customers who are likely to quit the company and making them competitive offers. Data mining 

assists telecom businesses in this view by giving tools for identifying such clients and targeting retention 

actions. A hybrid prediction model was constructed in this study by merging three distinct approaches: 

DBSCAN for outlier identification, stacking classifier for classification, and threshold adjustment to 

address data imbalance. Then, to advise marketing management, we used the K-means clustering method 

to categorize turnover clients based on the prediction findings of the stacking classifier. Our hybrid model 
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outperformed the single models, according to the results. Furthermore, when changing the threshold in 

terms of recall metrics, the model performs better. Different ensemble learning approaches, such as 

AdaBoost and Bagging, can be used for prediction in future work. Other methods for detecting outliers 

include one-class SVM (OCSVM), isolation forest (IF), and local outlier factor (LOF). Other approaches, 

including as re-sampling methods and cost-sensitive learning, can be employed to address the imbalance 

in the dataset. 
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يعتبر تسرب العملاء مصدر قلق رئيسي للعديد من الشركات، بما في ذلك شركات صناعة الاتصالات.  ملخص البحث:

يشعر صانعو القرار ومحللو الأعمال أن الاحتفاظ بالمستهلكين الحاليين أقل تكلفة من اكتساب عملاء جدد. من أجل توفير 

رف على العملاء الذين يعتزمون ترك الشركة ( التعCRMحل الاحتفاظ، يجب على محللي إدارة علاقات العملاء )

( الذي يستخدم أساليب HPMنموذج التنبؤ الهجين ) بحثال اقدم هذيكهم من بيانات العملاء الحالية. وفهم أنماط سلو

التصنيف والتجميع للتنبؤ بتناقص عدد العملاء. ولاختيار الخصائص الرئيسية، يستخدم النموذج المقترح خوارزمية 

RFEيقة التصفية، وخوارزمية ، وطرBoruta ومصفوفة الارتباط، بالإضافة إلى التجميع المكاني القائم على الكثافة ،

يستخدم ( لاكتشاف البيانات الخارجية والقضاء عليها. بالإضافة إلى ذلك، DBSCANللتطبيقات ذات الضوضاء )

-kعامل مع عدم توازن البيانات، وخوارزمية مصنف التراص لتصنيف المستهلكين، وضبط العتبة للتالنموذج المقترح 

mean إلى مجموعات لتقديم عروض احتفاظ قائمة على  - راصالذين صنفهم مصنف الت -تخبطين لتقسيم العملاء الم

المجموعة. في هذا البحث تم استخدام العديد من المقاييس لتقييم نموذج التنبؤ الهجين المقترح، بما في ذلك الدقة، 

. أظهرت النتائج أن النموذج الهجين المقترح f(، والقياس ROC، والدقة، واستقبال خصائص التشغيل )والاسترجاع

 يتفوق على التقنيات الفردية. علاوة على ذلك، عند تغيير العتبة من حيث مقاييس الاستدعاء، يعمل النموذج بشكل أفضل.

 

 ، التراص.DBSCAN، تجميع k-meanتسرب العملاء، تنقيب البيانات، خوارزمية التجميع  كلمات مفتاحية:


