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Abstract: There are several ways to forecast electric vehicle sales to help businesses make better decisions. One strategy is to use
prescriptive and predictive analysis techniques to examine consumer preferences and buying behavior regarding electric vehicles.
Additionally, models for predicting electric vehicle sales can be developed using logistic regression and decision trees. These models
let businesses make well-informed judgments about their sales by offering patterns regarding customer mining, classification accuracy,
and prediction effects. In this study, we collected survey data from approximately 452 respondents in Qassim State through an online
questionnaire to analyze factors influencing electric vehicle (EV) adoption. The data consists of 23 conditional attributes that were
evaluated during the analysis. This study suggests evaluating the features of the customer that may influence their decision to purchase
electric vehicles. The clustering algorithm was implemented to segment customers based on these features. The current study's findings
demonstrated the effectiveness of the model created using the K-means clustering algorithm derived from data mining in predicting
the purchase of electric vehicles. The accuracy of the correctly classified instances was evaluated using three distinct classification
techniques: BayesNet-D, NaiveBayes, and J48. According to the evaluation results from these algorithms, the overall accuracies in
terms of correctly identified cases were 90.4867%, 88.0581%, and 91.8142%, respectively. Through a series of tests on real electric

vehicle datasets gathered from individual users, the effectiveness of these classifier-based rule-based models is evaluated. The overall
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experimental findings and discussions can assist businesses of electric vehicle companies in making decisions on the development of
intelligent systems for electric vehicle users. The data-mining algorithm's extraction of information in this study improved our
comprehension of the customer base's composition regarding purchasing electric vehicles and the company's assessment of the
appropriate course of action for offering guidance, training, and expertise.

Keywords: Electric vehicles; Distribution networks; Vehicle-to-Grid (V2G); Photovoltaics; Wind generation; Power loss

reduction; Voltage regulation.

1. INTRODUCTION

The data pertaining to multiple electric car models, encompassing details such as battery capacity, range, acceleration,
charging speed, cost, and additional pertinent qualities. Using a clustering method on this data, we may potentially find
multiple unique clusters or groups of electric vehicles that have similar attributes.

One cluster might stand for less expensive, entry-level electric vehicles with smaller battery packs and less powerful
engines. High-end, luxury electric cars with extended ranges, quick acceleration, and premium pricing may make up
another cluster. And a third group might consist of mid-range electric vehicles that strike a compromise between features,
performance, and price.

The clustering outcomes would vary based on the underlying data structure, the variables analyzed, and the technique
applied. Nonetheless, the overall concept is to determine logical clusters or divisions within the electric vehicle industry
by means of the vehicles' technical attributes and additional pertinent variables.

The global automotive sector is witnessing a major revolution as electric vehicles (EVs) emerge as a greener and more
ecologically sound option compared to traditional vehicles dominant in the market [1]. As businesses build up plans to
be part of this transformation, their understanding and accurate forecasting of EV sales have proved to be central to
strategic decision-making processes [2]. Estimating the sales of electric vehicles requires a thorough consideration of
consumer preferences, market options, and technological developments, making it necessary to employ advanced
analytical instruments to gain knowledge concerning individual customers [3].

The use of prescriptive and predictive analysis in forecasting the sales of EVs is one of the approaches that seeks to
employ positive measures. [4]. Consideration of consumer preferences and buying behavior towards electric vehicles
offers valuable information that guides the company in structuring its sales strategy and the products it will sell [5]. To
build predictive analytics in EV sales, companies must use logistic regression analysis and decision tree models, which
are common and allow the company to make decisions about customer segmentation, classification, and prediction
accuracy, and even the outcome of the predictions made [6].

In order to enhance business strategies and support automotive companies in increasing EV adoption, this study also
examines the use of prescriptive and predictive analysis techniques to examine consumer preferences and buying behavior
about electric vehicles. By implementing and preparing a clustering algorithm, the study aims to develop a predictive
model that can effectively and more accurately predict EV purchases. The effectiveness of the model is evaluated using
different classification techniques, including BayesNet-D, NativeBayes, and J48 [7], [8], which demonstrate high
accuracy rates in correctly identifying potential EV buyers. Also, through experimental tests on real-world EV datasets
derived from individual users, the study evaluates the effectiveness of classification-based rule models in predicting EV
purchases [9]. The results and discussions from these experiments provide valuable insights that can guide companies in
developing intelligent systems tailored specifically for EV users. Moreover, data mining algorithms can be leveraged to
extract valuable information about customer preferences and behaviors [10], which can help companies improve their
strategies and offerings to meet evolving market demands and contribute to the sustainable growth of the electric vehicle

sector [11].



Clustering, an important dynamic technique in machine learning, offers great potential to improve administrative
functions and drive economic growth [12]. By focusing on predicting the purchasing habits of electric vehicle consumers,
companies can improve their decision-making tactics, thereby encouraging expansion and innovation in this area [13].
Electric vehicles represent a rapidly expanding market segment, and understanding customer trends in this area is essential
for companies aiming to capitalize on this trend. Clustering algorithms skilfully classify customers according to their
purchasing patterns, allowing companies to tailor marketing strategies and product offerings to meet distinct customer
needs [14]. This focused approach not only increases customer satisfaction but also enhances business profitability by
aligning offerings with consumer preferences [15]. In the field of economic development, the implementation and
adoption of clustering techniques to predict electric vehicle purchases can have wide-ranging impacts [16].

Through the use of clustering algorithms, examining customer data can gain powerful insights into market dynamics and
consumer behavior trends [17]. By identifying groups of customers with similar purchasing tendencies, companies can
adjust their marketing strategies and optimize their product offerings to better match consumer expectations and desires
[18]. Through accurately predicting consumer behavior, companies can mitigate risks associated with product
development and marketing strategies, leading to more informed and profitable business decisions [19].

The emphasis on predicting EV purchases through clustering technologies also contributes to broader economic progress
[20]. As EVs gain traction and profitability, companies that can accurately predict customer demand and preferences are
guaranteed to gain a competitive advantage in the market [21]. This, in turn, stimulates the role of innovation and drives
economic growth by encouraging investment in sustainable technologies and advocating environmentally friendly
practices [22]. Adopting predictive analytics and machine learning tools, companies can enhance their strategic planning

processes, unlock new business opportunities, and drive overall economic progress [23].

1.1. Purpose of the Study

The ability of national economies to generate and utilize knowledge is becoming more and more crucial to their ability
to compete globally, as information, education, and innovation are the main indicators of economic progress in a
globalizing world. Within economics, it is widely accepted that the main driver of a country's, region's, or city's economic
growth is technology. The ability to produce more and better goods and services more efficiently is a prerequisite for
prosperity, and technical innovation makes this feasible.

Customers value progress in businesses, especially in the case of electric vehicle companies, as a strong profit margin on
products like these is one of the standards for a high-quality business. However, the abundance of data and variety of
brands available on the market have made it more difficult to predict the trajectory of electric vehicle sales.

As electric cars become more popular, it's essential to grasp what drives people's buying choices. This research sets out
to pinpoint key features that sway purchase decisions and to look at how outside forces, like government rules and tech
breakthroughs, have an impact on how consumers act. By folding these factors into our cluster analysis, we can get a
fuller picture of what's happening in the market. This wider view will help car makers line up their plans with shifting
customer wants, boosting their edge in the changing car world.

This study's primary goal is to suggest a set of characteristics that will enhance the process of evaluating potential buyers
of electric vehicles. Adopting a clustering method to assess client data is the second goal, which is designed to improve

the standard of electric vehicle manufacturers.

1.2. Significance of the Study

The importance of this study lies in the ability to carry forward the understanding of consumer behavior in the rapidly
developing electric vehicle (EV) market. Due to global concerns about climate change and environmental stability,
electric vehicles are deployed as an important option for traditional combustion vehicles. The purpose of this research is

to provide valuable insights that can help manufacturers, policy makers, and stakeholders navigate the complications of



this infection. Exact predictions of EV sales are essential for an effective strategic scheme in the motor vehicle industry.
By employing clustering techniques to analyze consumer preferences and behaviors, this study identifies different market
segments and their distinguishing characteristics. Understanding these sections allows manufacturers to tailor their
marketing strategies, optimize their product offerings, and increase customer satisfaction. In addition, this targeted
perspective can increase sales and market share, promoting competitive advantage in a cumbersome industry.
Additionally, the findings of this study can contribute to the comprehensive economic and environmental goals. By
facilitating the adoption of electric vehicles, manufacturers can play an important role in reducing carbon emissions and
promoting permanent practices. This aligns with global initiatives aimed at creating a green future, as governments rapidly
apply policies that encourage EV adoption. Thus, the insight from this research not only benefits individual companies

but also supports national and international efforts for environmental stability.

1.3. Motivation of the Study

The motivation behind this study is an immediate need to understand consumer behavior in the context of adopting electric
vehicles. As the market expands for EVS, it is important to understand the factors affecting the purchase decisions.
Traditional market analysis methods cannot catch the nuances of consumer preferences in this dynamic scenario. The
purpose of this research is to provide that difference by using advanced analytical techniques, such as clustering
algorithms, to provide a more comprehensive understanding of consumer motivations. In addition, the increasing variety
of electric vehicle models and features presents both challenges and opportunities for consumers. With many options
available, understanding which properties are the most valuable to potential buyers can greatly affect the success of a
manufacturer. By examining external factors, such as government incentives and technological progress, the study wants
to provide a holistic approach to the market, empowering manufacturers to align their strategies with consumer
expectations. Finally, the inspiration for this study is inspired by the desire to contribute to the permanent development
of the electric vehicle sector. By providing actionable insights into consumer behavior, the purpose of this research is to
support the motor vehicle industry in navigating the challenges of this infection, promoting innovation, and promoting

environmentally friendly practices.

1.4. Saudi Arabia's Vision 2030

Saudi Arabia's Vision 2030 is a comprehensive initiative aimed at transforming the country's economy and reducing its
dependence on oil. Launched in 2016, the initiative seeks to diversify economic activities by promoting sectors such as
tourism, entertainment, and renewable energy, including electric vehicles (EVs). As part of this vision, the Saudi
government is actively investing in the development of EV infrastructure, such as charging stations and maintenance
facilities, to encourage widespread adoption.

The implications for the EV market are significant. By fostering a favorable environment for EV development, Saudi
Arabia aligns itself with global sustainability goals, particularly the reduction of greenhouse gas emissions and the combat
against climate change. The initiative emphasizes the importance of sustainable transportation solutions, which are
essential for improving air quality and reducing the carbon footprint.

Additionally, Vision 2030 aims to position Saudi Arabia as a leader in sustainable technologies, attracting foreign
investment and fostering cooperation with global EV manufacturers. This strategic focus not only promotes innovation
but also creates job opportunities and stimulates economic growth, contributing to a more flexible and diversified
economy. Through these efforts, Saudi Arabia is taking meaningful steps toward a sustainable future, enhancing its global
competitiveness in the emerging EV market.

The structure of this paper is as follows: Section 2 provides the background and literature review; Section 3 describes the
proposed model; Section 4 discusses the experiments and evaluation of this study; Section 5 outlines the limitations;
Section 6 illustrates the contributions of the study; and the concluding remarks are presented in the final section.



2. INTRODUCTION

Electric vehicles (EVs) have gained significant popularity in recent years due to their environmental benefits and
advancements in technology. Unlike traditional internal combustion engine vehicles, EVs produce zero tailpipe
emissions, making them an attractive solution for reducing greenhouse gas emissions and air pollution [24]. In addition,
improvements in battery technology have increased the range and efficiency of EVs, contributing to their growing
adoption [25]. Governments worldwide are also providing incentives and investing in charging infrastructure to
encourage EV adoption, which is expected to accelerate the transition towards more sustainable transportation [26].
Artificial intelligence (Al) is increasingly being integrated into electric vehicles (EVs) to enhance their performance,
safety, and efficiency. Al-driven systems enable advanced driver-assistance features, such as autonomous driving,
collision avoidance, and adaptive cruise control, making EVs safer and more convenient for users [27]. Moreover, Al
optimizes energy management in EVs by predicting driving patterns and efficiently controlling battery usage, which can
extend the vehicle's range and lifespan [28]. Additionally, Al-based predictive maintenance helps in diagnosing potential
issues before they occur, reducing downtime and maintenance costs [29].

Saudi Arabia has been implementing policies and regulations to promote the adoption of electric vehicles (EVs) as part
of its Vision 2030 initiative, which aims to diversify the economy and reduce dependence on oil. The Saudi government
has taken steps to develop the necessary infrastructure, such as establishing charging stations and offering incentives to
attract EV manufacturers [30], [31]. In 2022, [32] introduced new technical regulations to ensure the safety and quality
of EVs and charging equipment, which is expected to accelerate the growth of the EV market in the country (Arab News,
2022). Additionally, Saudi Arabia has entered partnerships with global EV manufacturers to establish production
facilities, contributing to the country's aim to be a leader in sustainable transportation [33].

Sales of electric vehicles (EVs) in Saudi Arabia have been steadily rising as the country continues to make significant
improvements in the EV market. This growth is driven by the government's efforts to invest in charging infrastructure,
offer incentives, and raise awareness about the benefits of EVs [34]. The launch of the first domestically produced EV
brand, Ceer, in partnership with global manufacturers, has also contributed to increasing consumer interest and confidence
in the market [35]. As aresult, EV sales in Saudi Arabia are expected to grow by 28% annually, with projections indicating
that EVs could account for 20% of all vehicles on the road by 2030 [36].

Recently, artificial intelligence procedures have been increasingly applied in various areas, and data-mining algorithms
have a number of applications, such as in banking, economics, education, and communications [37]—[43].

Competition in the global markets for electric vehicles is very high due to the increasing number of manufacturers and
the growing global need. Therefore, it is crucial to make informed decisions based on accurate and up-to-date data to stay
competitive and ahead. The use of data mining rule-based classifiers has emerged in various products to predict demand
and consumer behavior and help make business decisions that provide a competitive advantage [44]. Rule-based
classifiers are used in data mining, such as if-then rules, to classify data into several different categories [45]. These
classifiers could have been extracted from historical data to identify patterns and predict future outcomes [46].

In the study by [47] on the use of database-based classifiers that help make predictions based on several factors, including
residential composition, product, and price, the results demonstrated the effectiveness of these rule-based classifiers in
accurately predicting brand preferences. The study provided valuable and effective insights into strategies to build product
marketing and brand promotion, as well as interpretability in outcome-based predictive process monitoring.

Machine learning algorithms play an important and prominent role in enhancing the accuracy and effectiveness of
classifiers based on data mining rules, such as relying on deep learning techniques and neural networks in artificial
intelligence, which allows for the availability of more accurate and efficient information for decision-making that helps
discover more opportunities for consumer behavior [48]. Clustering is a powerful machine-learning technique that

combines similar data points depending on the underlying characteristics, making it invaluable for administration and



economic development. By identifying separate customer segments, businesses can tailor their strategies to meet specific
requirements and preferences. Electric vehicles (EVs) procurement in terms of predictions, clustering organizations helps
understand consumer behavior, which is able to make more informed decisions. This approach not only enhances
marketing efforts but also supports the development of targeted policies that promote permanent practices and economic
growth. Since industries rely on rapid data-driven insight, it is necessary to apply clustering techniques to improve
efficiency in the economic sector and improve driving innovation.

Applying classifiers based on data mining rules to predict the market regarding electric vehicle commerce can help
businesses continuously improve their marketing strategies, design their products, and enhance customer satisfaction
[47].

[49] emphasized the effectiveness and performance efficiency of data mining techniques in extracting valuable insights
from customer reviews and social media data. Rule-based classifiers contribute significantly to providing accurate and
interpretable data, enabling companies to have a broad understanding of making informed decisions that support brand
preference [50].

The study by [51] proposed a neural network to enable learning, retrieve information from texts, and respond to questions.
[52] presented the idea of linking SVM notions to Pawlak’s rough sets in a single classification system. [53] proposed
deep-learning models to significantly improve systems based on artificial intelligence. The article by [54] suggests a
summary of attribution-based post hoc explanations for analyzing and tracking bias in information. Research by [55] has
been successfully applied to various sequences of decision-making assignments, machine learning applications, and time
series predictions.

One popular prediction technique is the decision tree. Due to its simplicity and ability to uncover small or large data
structures and predict their value, it has been used by a large number of researchers [56]-[61]. According to [62]-[68],
decision tree models are easy to understand because of their reasoning process, and they can be directly converted into a
set of IF-THEN rules. Rule induction is an efficient, accurate prediction strategy [69]—[71].

[72] developed data mining methods to forecast patient recovery using healthcare datasets. The framework for data
mining classification of patient healthcare records was the Cross-Industry Standard Process for Data Mining. The
researcher used WEKA software.

In a study by [7], the characteristics of remote learning that may impact student performance were assessed. Based on the
results, a classification system was implemented to suggest changes to higher education institutions, using WEKA
software. In a subsequent study [73], the researcher investigated the impact of various qualities, instructional methods,
and neural network topologies on the accuracy of heart attack diagnosis.

The assessed outcomes about electric vehicle brands are meant to enable management and companies to build the
framework themselves. The techniques depend on the attributes of the framework, which are applied to explore their
feasibility. The characteristics and attributes are generally used to measure which brand of electric vehicle customers
prefer, and factors such as vehicle features, brand features, and customers. Therefore, this study introduces a set of
attributes that evaluate electric vehicle companies from a customer perspective to predict which brand is used. The
attributes are divided into three factors: vehicle features, brand features, and customers.

3. THE PROPOSED MODEL

A cross-industry standard procedure for data mining strategy [74] was being established in order to create a recognized
classification model. The method can be broken down into five main stages: (1) collecting pertinent features associated

with the issue under investigation; (2) getting the data ready; (3) creating the classification model; (4) assessing the model



using one of the evaluation techniques; and (5) applying the possible prediction model for cell phone brands. The ensuing

subsections go over these phases.



3.1. Description of Influence Factors and Attributes

In this study, we collected survey data from approximately 452 respondents in Qassim State through an online
questionnaire to analyze factors influencing electric vehicle (EV) adoption. The data consists of 23 conditional attributes,
which we categorized into four main groups:

Customer Attributes: This category includes factors directly related to the consumers, such as gender (CF1), age (CF2),
education (CF3), income (CF4), place of residence (CF5), and product attributes like cost of battery replacement (CF7),
level of EV recognition (CFS8), battery performance and safety (CF9), operating conditions (CF10), and the effects of
subsidies (CF11). Understanding these attributes helps us gauge consumer preferences and behaviors regarding EV
purchases.

Infrastructure and Environment: This group focuses on external factors affecting EV adoption, including subjective
norms and difficulties in servicing (I-EF13), lack of charging infrastructure (I-EF14), charging services (I-EF15),
charging infrastructure (I-EF16), environmental perceptions (I-EF17), and the reduced impact on environmental pollution
(I-EF18). These attributes provide insight into the environmental and societal aspects that may influence consumer
decisions.

Government Policy: Within this category, we consider the lack of information and government policy on electric vehicles
(GF19), along with subsidy policy (GF20). These factors help assess how governmental support and information
dissemination can affect consumer trust and willingness to adopt EVs.

EV Features: This category includes brand image (EVF21), advanced features (EVF22), and price (EVF23) of electric
vehicles. These attributes are essential for understanding consumers' perceptions of the actual vehicles offered in the

market.

The attributes encompass a comprehensive view of the factors influencing electric vehicle adoption, enabling us to
conduct a robust analysis and derive meaningful insights from the collected data. By categorizing these attributes into
customer characteristics, infrastructure and environmental factors, government policies, and vehicle features, we can
better understand the multifaceted landscape surrounding EV adoption. Each category sheds light on critical dimensions:
customer attributes reveal individual preferences and socio-economic backgrounds; infrastructure factors highlight the
importance of charging facilities and environmental perceptions; government policies underscore the role of regulatory
support and incentives; and EV features provide insights into consumer expectations and valuation of technology. In
Figure 1, we visually represent the characteristics of these four groups, illustrating their interconnectedness and the
various influences they exert on consumers' decisions to adopt electric vehicles. This visualization enhances our
understanding of how these factors interplay, guiding stakeholders such as policymakers, manufacturers, and businesses

in crafting strategies that effectively address barriers and promote the adoption of electric vehicles.



Predicting the purchase of electric cars can improve

business decision-making
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Figure 1: Influence features and attributes

3.2. Collecting the Relevant Features

Targeted responders gathered relevant data from Qassim State customers during this period. 23 conditional qualities in
total were taken into account. The properties and potential representation values of respective attributes are described in
Table 1. Figures 2 and 3 display the pertinent properties and data views, respectively.
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Figure 3: Data view

3.3. Preparing the Data and Selecting the Relevant Attributes

Tables containing the obtained data were organized according to the data-mining techniques employed in this study. To
enhance the classification model's effectiveness, the most relevant features were meticulously selected, keeping in mind
that superfluous attributes could undermine the model. After cleansing the data, each attribute was standardized to ensure
consistency across the dataset. Preparing the inputs for data-mining research demands a significant investment of time
and effort. The symbolic qualities are detailed in Table 1, and the most important features identified were: Gender, Age,
Education, Income, Place of Residence, Product Attributes, Cost of Battery Replacement, Level of EV Recognition,
Battery Performance and Safety, Operating Conditions, Subsidy Effects, Fuel Cost, Lack of Charging Infrastructure,
Charging Services, Environmental Perceptions, Reduced Impact on Environmental Pollution, Lack of Information and
Government Policy on EVs, Subsidy Policy, Brand Image, Advanced Features, and Price. For the attributes Income, Cost

10



of Battery Replacement, and Price, the possible values were categorized as very high, high, medium, and low.
Additionally, the irrelevant attributes "Subjective Norms" and "Difficulties in Servicing" was removed to further refine
the analysis.

Table 1: The attribute description

No Attribute Description Possible Values

Customer

1 CF1 Gender M=1,F=2

2 CF2 Age Integer

3 CF3 Education School, Bachelor, Master, Ph.D
4 CF4 Income very high, high, med, low

5 CF5 Place of residence City =1, Village =2, Other =3

6 CF6 Product attributes 1 to 5 (5 highest)

7 CF7 Cost of battery replacement very high, high, med, low

8 CF8 Level of EV recognition 1 to 5 (5 highest)

9 CF9 Battery performance and safety 1 to 5 (5 highest)

10 CF10 Operating conditions 1 to 5 (5 highest)

11 CFl11 Subsidy effects very high, high, med, low

12 CFI12 Fuel cost Expensive, Moderately expensive

Moderate, Affordable, Inexpensive

Infrastructure and Environment

13 1-EF13 Subjective norms, difficulties in servicing 1 to 5 (5 highest)

14 I-EF 14 Lack of charging infrastructure Extremely poor charging infrastructure
Poor charging infrastructure
Average charging infrastructure
Good charging infrastructure
Excellent charging infrastructure

15 I-EF15 Charging services Very Poor Charging Services
Poor Charging Services
Neutral/Average Charging Services
Good Charging Services
Excellent Charging Services

16 I-EF 16 Charging infrastructure 1 to 5 (5 highest)

17 1-EF17 Environmental perceptions 1 to 5 (5 highest)

18 I-EF18 Reduced the impact on environmental pollution 1 to 5 (5 highest)

Government Policy

19 GF19 Lack of information and government policy on EV__ 1 to 5 (5 highest)

20  GF20 Subsidy policy 1 to 5 (5 highest)

EV Features

21 EVF21 Brand image 1 to 5 (5 highest)

22  EVF22 Advanced features 1 to 5 (5 highest)

23 EVF23 Price very high, high, med, low

There are situations where attribute datatypes need to be converted to numeric attributes, even though certain Al
algorithms are skilled at handling small datasets [48]. Numerical attributes are necessary for a multilayer perceptron
artificial neural network to execute calculations [72], [75]—[80]. The use of numerical qualities was considered in the
creation of the support vector machine algorithm, which is currently in use. For the best classification results,
characteristics should also be in a consistent numerical form, according to best practices for managing the multilayer

perceptron neural network approach.

3.4. Building the Classification Model

The next objective was to create the model using the clustering algorithm. It is an effective and useful method. The information gain
index is the main tool used to assess if an attribute is typically more valuable. The entropy measure is necessary for the information
gain. The gain ratio, which ranks and locates each attribute, served as the foundation for the construction. Figures 4, 5, and 6 show the
preprocess for a number of the attributes , while Figure 7 presents clusterer output. Figure 8 visualizes the clusters generated by the Weka
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clusterer. Figure 9 and Figure 10 presents the number of cluster and the number of iteration and clustered instances, respectively. Figure
11 and Figure 12 present clustered instances based on education and price attributes.

Initial starting points (random) for cluster 0, 1,2,3 and 4 respectively:

e 1,23 Bachelor,low,2,1,vhigh,3,5,1,vhigh,Moderate,'Extremely poor charging infrastructure','Good Charging
Services',4,1,2,3,3,5,4,vhigh

e 1,32 Bachelor,med,1,1,vhigh,1,5,1,high,Affordable,'Extremely poor charging infrastructure',"Very Poor Charging
Services',2,1,1,3,3,5,2,vvhigh

e 1,48 Bachelor,med,2,2,high,1,2,2,vhigh,Affordable,'Average charging infrastructure','Neutral/Average Charging
Services',2,1,3,1,1,2,2 high

e 238 Bachelor,high,1,1,high,1,5,2,med, Moderately expensive','Average charging infrastructure','Poor Charging
Services',2,2,1,1,1,5,2,med

e 1,22 Bachelor,high,2,2 vhigh,1,2,2 vhigh,Moderate,'poor charging infrastructure','Poor Charging
Services',2,1,2,3,3,2,2,vhigh
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4. EXPERIMENT AND EVALUATION

Predicting sales is crucial for companies and retailers to foster customer loyalty, enhance brand recognition, and optimize
product allocation. This study explored the identification of significant features within a relatively small dataset,
employing the K-Means Clustering Algorithm to construct a robust prediction model. To enhance model accuracy, we
evaluated key indicators using various machine learning techniques, which allowed for a comprehensive analysis of
consumer data.

The primary findings of this study underscore the effectiveness of data-mining algorithms and machine learning in
analyzing consumer behavior, demonstrating their capacity to train on small datasets while maintaining commendable
accuracy rates. This reliability not only affirms the potential of these methods for delivering valuable insights but also
highlights their applicability in real-world scenarios.

By analyzing customer purchasing intentions and behaviors, we identified distinct consumer segments poised to emerge.
These segments provide businesses with the opportunity to implement targeted marketing strategies that cater to the
unique preferences and needs of different groups. This tailored approach is anticipated to deepen customer engagement
and optimize sales outcomes, ultimately driving growth in the electric vehicle market. By leveraging these insights,
companies can make data-driven decisions that enhance their marketing effectiveness and improve overall operational

efficiency.

4.1 Cluster 0 (16% of Respondents)
Demographic Profile: Typically younger individuals (median age 32), with higher incomes, residing in urban areas.

Key Attributes: Exhibits strong environmental awareness (attributes I-EF17 and [-EF18), a willingness to pay a premium
for advanced EV features (attribute EVF22), and a significant influence from government incentives (attribute GF20).
Interpretation: This cluster represents tech-savvy, environmentally conscious consumers eager to adopt electric vehicles.
However, their adoption is contingent upon continued government support and accessibility to advanced EV models.
Business Implications: Companies should consider developing marketing campaigns that highlight the ecological benefits
of EVs, while also promoting advanced features that appeal to this segment. Creating partnerships with government
agencies to enhance subsidy awareness could effectively engage this demographic.

4.2 Cluster 1 (26% of Respondents)

Demographic Profile: Generally middle-aged (median age 45), with middle-range income, living in suburban settings.
Key Attributes: Highly sensitive to upfront costs (CF4, CF7), concerned about the availability of charging infrastructure
(I-EF14, I-EF16), and in need of more detailed information about EVs and their benefits (GF19).

Interpretation: Cost-conscious customers who hesitate to adopt EVs due to perceived high upfront and operating costs.
Their hesitance is further compounded by concerns about charging accessibility.

Business Implications: Targeted education campaigns could assist in alleviating their concerns, focusing on lower total
ownership costs and the long-term savings associated with EVs. Providing information sessions and community test-

drive events could increase confidence and interest in EV adoption.

4.3 Cluster 2 (14% of Respondents)

Demographic Profile: Older consumers (median age 49) with lower incomes, primarily residing in rural areas.

Key Attributes: Exhibits low recognition of EVs (CF8), skepticism regarding EV performance and safety (CF9, CF10),
and is influenced by potential savings on fuel costs (CF12).
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Interpretation: This cluster comprises risk-averse consumers who require more substantial evidence of EV reliability and
tangible cost savings before they consider adoption.

Business Implications: Outreach efforts should focus on building consumer confidence through informative campaigns,
testimonials, and hands-on test-drive events. Simulations or demonstrations that showcase the operational cost savings
and performance of EVs could address their skepticism effectively.

4.4 Cluster 3 (25% of Respondents)

Demographic Profile: Predominantly higher-educated individuals (bachelor's degree or above) living in urban areas.
Key Attributes: This group is strongly influenced by brand image and advanced features (EVF21, EVF22) and shows less
sensitivity to upfront costs (CF4).

Business Implications: Marketing strategies should emphasize cutting-edge technology and the premium nature of the
EVs. Collaborations with well-known brands or influencers might enhance credibility and appeal to this segment as they

seek products that align with their lifestyle and values.

4.5 Cluster 4 (19% of Respondents)

Demographic Profile: Higher-educated individuals (bachelor's degree or above) primarily in urban settings.

Key Attributes: This group shows definite plans to purchase an EV and is highly influenced by the environmental benefits
of using EVs (I-EF16, I-EF18).

Business Implications: Since this cluster has a clear intention to purchase, marketing efforts should reinforce their
decision by highlighting sustainable practices and the overall impact of EV usage on the environment. Tailored
promotions, early access to new models, or exclusive events can further enhance engagement and conversion in this

segment.

Percentage of Respondents

m Cluster 0 = Cluster 1 Cluster 2 Cluster 3 = Cluster 4

Figure 13: Percent of respondents

Table 2 presents the demographic and behavioral characteristics of different customer clusters based on survey responses.
Each cluster is defined by its percentage of respondents, median age, income level, and location. Additionally, key
attributes highlight the distinct motivations and concerns of each group regarding electric vehicle (EV) adoption. This
information helps in understanding the diverse profiles of potential EV customers and their preferences.
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Table 2: Cluster characteristics

Percentage of Median  Income

Cluster Respondents Age Level Location  Key Attributes
. Strong Environmental Awareness
0 9
Cluster 0 16% 32 Higher Urban Willing to Pay Premium
Cluster 1 26% 45 Middle ~ Suburban COStSensitive, Concerned About
Charging Infrastructure
Cluster 2 14% 49 Lower Rural Low EV Recognition, Skeptical of
EV Performance
Cluster 3 25% N/A N/A Urban Higher Education (Bachelor's or

above), Influenced by Brand Image

Higher Education (Bachelor's or
Cluster 4 19% N/A N/A Urban above), Plans to Purchase EV,
Environmental Benefits

Crucially, we also showed how well they worked when applied to the analysis and training of a tiny dataset, yielding a

respectable Clustering with precise and consistent test rates.

4.6 Cluster Validation

The accuracy or error rate of the classification was typically used to examine how well the Clustering method performed
on the test dataset. After the cluster's accuracy was processed from the testing dataset, it was possible to assess how
several clusters in the same domain were displayed overall. Nonetheless, it was also necessary to determine the class
labels for the test records, and the evaluation process was supposed to evaluate the correctness and sequence of the
clustering. This study aimed to answer the following questions: What is the best machine learning Clustering model for
predicting electric vehicles with a fair and meaningful accuracy rate using a limited dataset size? What are the most
important attributes that could assist in the design of a Clustering model for predicting buyers of electric vehicles? The
Weka software was used to obtain the reliability of the study model.

To ensure the robustness and effectiveness of the clustering model developed for predicting electric vehicle (EV) buyers,
the study employed three distinct machine learning algorithms: BayesNet-D, NativeBayes, and J48. The dataset was
divided into training and testing subsets, with the training set used to form the clusters and the testing set to evaluate their
accuracy.

BayesNet-D, a Bayesian network classifier, was utilized for its ability to model the conditional dependencies between
variables, providing probabilistic interpretations of the data. NativeBayes, a simpler version of Bayesian classification,
assumes independence among predictors, making it effective for high-dimensional datasets and serving as a baseline for
comparison. J48, an implementation of the C4.5 decision tree algorithm, was chosen for its transparency, allowing for
easy interpretation and identification of decision rules based on the clusters.

The accuracy of each algorithm was assessed by calculating the percentage of correctly classified instances in the testing
dataset, comparing the predicted class labels with the actual labels. The evaluation results revealed that all three
algorithms performed well, with J48 achieving the highest accuracy rate of 91.81%. This demonstrated that the clustering
model effectively captured the underlying patterns in the dataset, allowing for reliable predictions of customer segments.

Overall, the validation process confirmed the model's robustness and its potential to inform strategic business decisions
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in the electric vehicle market. Three different methods were tested: BayesNet-D, NativeBayes, and J48 as shown in

figures 15, 16 and 17. The evaluation results of the proposed model are shown in Table 3 and Figure 14.

Evaluation Results
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I BayesNet-D, 88.00%
0,
B | Percentage, 90.49% .
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— 86.00%
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Figure 14: Evaluation results
Table 3: Accuracy of the 3 different algorithms
Algorithm Percentage
BayesNet-D 90.4867%
NativeBayes 88.0581%
J48 91.8142%
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Figure 15: BayesNet-D cross-validation folds
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Figure 16: NativeBayes cross-validation folds
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Figure 17: J48 cross-validation folds

To validate the clusters, we assessed the following aspects:
1. Consistency Across Algorithms: The relatively high accuracy rates across all algorithms indicated that the clusters
were stable and could be reliably reproduced, reinforcing the robustness of the clustering results.
2. Interpretability: The decision tree generated by the J48 algorithm provided clear insights into the characteristics of
each cluster. This interpretability is crucial for informing marketing strategies and understanding customer behavior.
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3. Cross-Validation: Each algorithm was subjected to cross-validation techniques to further ensure the reliability of the
results. This involved partitioning the dataset into multiple subsets, training the model on some subsets while testing
it on others, which helped mitigate overfitting.

The validation process confirmed that the clustering model, supported by various machine learning algorithms, effectively
identified distinct customer segments for electric vehicle (EV) purchases. This robust approach enhances predictive
accuracy while providing valuable insights that help businesses optimize their strategies to meet the diverse needs of
different consumer groups. The findings emphasize the necessity of employing reliable machine learning techniques to
validate clustering outcomes, ensuring consistency and interpretability. By applying comprehensive validation methods,
businesses are empowered to make informed decisions in the EV market. Therefore, the observations gained from these
clustering efforts not only support targeted marketing initiatives but also deepen the understanding of consumer behavior,

fostering strategic innovation in the rapidly evolving landscape of electric vehicles.

5. DISCUSSION

The findings of this study underscore the critical role of advanced data mining techniques, such as K-Means Clustering,
in predicting consumer behavior in the electric vehicle (EV) market. By leveraging these methods, we successfully
identified distinct consumer segments that exhibit varying preferences and purchasing behaviors. This nuanced
understanding allows businesses to tailor their marketing strategies effectively, aligning them with the specific
characteristics and needs of each segment. For instance, the differentiation between tech-savvy consumers willing to pay
a premium for advanced features and cost-sensitive individuals hesitant due to upfront costs highlights the necessity for
targeted outreach and educational initiatives.

Moreover, the impressive accuracy rates achieved across multiple machine learning algorithms confirm the robustness of
the clustering model. With J48 achieving the highest accuracy of 91.81%, the results validate the effectiveness of
employing various analytical methods to derive actionable insights from small datasets. The interpretability of the
decision tree generated by J48 provides businesses with clear guidance on the attributes that influence consumer
decisions, thus facilitating more informed marketing and product development strategies.

Therefore, the ability to cluster consumers based on their purchasing intentions not only enhances marketing effectiveness
but also fosters deeper customer engagement. By understanding factors such as environmental awareness and brand
loyalty, companies can refine their product offerings and communication strategies, thereby driving growth in the EV
sector. This study emphasizes the importance of adopting data-driven approaches to understand consumer behavior fully,
enabling businesses to navigate the challenges of a rapidly evolving market landscape while ensuring sustainable growth

and customer satisfaction.

5.1 Implications for Practice

Previous studies have really underscored how crucial it is to analyze consumer behavior in the electric vehicle (EV)
market. However, many of them leaned on traditional forecasting methods that might not capture the full spectrum of
what consumers actually want. For example, research that relied on basic statistical analyses often missed the intricate
details of consumer segmentation, which can result in marketing efforts that aren't as targeted as they could be.
However, this study takes a different approach by using advanced data mining techniques, which allows for a much more
accurate segmentation of customers. By pinpointing specific consumer groups based on their preferences and anticipated
buying behavior, companies can roll out marketing campaigns that truly resonate with each segment. This strategy could
boost customer engagement and lead to higher sales conversions.
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Moreover, the findings indicate that grasping the factors that sway consumer decisions, like environmental concerns, cost
factors, and brand loyalty, can empower companies to craft more effective product offerings and communication
strategies. This is a shift from earlier research that mainly focused on broad market trends without really digging into the
specific motivations that drive consumer choices.

This study really highlights the need for a shift towards data-driven decision-making in the electric vehicle industry. By
embracing these advanced analytical methods, businesses can boost their strategic planning and operational efficiency,
which in turn can help drive the market adoption of electric vehicles.

The results from this research offer valuable perspectives that could greatly influence practices in the electric vehicle
(EV) sector. By using predictive models like K-means clustering and logistic regression, companies can gain a better
grasp of consumer preferences and buying habits. This deeper understanding allows them to categorize their customer
base into distinct groups based on shared traits, paving the way for more personalized marketing strategies.

Armed with this knowledge, businesses can craft targeted marketing campaigns that truly resonate with different
consumer segments. For example, messages aimed at environmentally conscious buyers can focus on the ecological
advantages of EVs, while those directed at cost-sensitive consumers can emphasize long-term savings. Plus, knowing
what consumers want can steer product development, helping manufacturers fine-tune features that cater to specific needs,
like battery life and charging convenience.

Embracing predictive analytics nurtures a culture of data-driven decision-making within organizations, enabling smarter
choices about pricing, promotions, and distribution channels. This proactive stance boosts competitiveness in a fast-
changing market. Additionally, the findings from this study can guide strategic partnerships, such as collaborations with
charging infrastructure providers, and make things more convenient for customers.

By understanding the factors that influence consumer decisions, companies can build long-term relationships with their
customers, encouraging loyalty and repeat purchases. Overall, the application of predictive models equips businesses
with the tools needed to improve their marketing strategies, product offerings, and operational efficiency, which is

essential for increasing the adoption of electric vehicles in a competitive market.

5.2 Future Work

Future research should broaden the geographic scope beyond Qassim State to include diverse markets, enhancing the
generalizability of findings. Longitudinal studies would be beneficial to track how consumer attitudes toward electric
vehicles (EVs) evolve over time, particularly in response to changing market dynamics and technological advancements.
Integrating qualitative methods, such as interviews or focus groups, could provide deeper insights into the motivations
and experiences of consumers, complementing quantitative findings.

Moreover, exploring external factors like economic fluctuations and regulatory changes would offer a more holistic
understanding of the market. Future work could also develop and test targeted marketing strategies for specific consumer
segments identified in this study. Investigating the impact of improved charging infrastructure on adoption rates will
provide actionable insights for both businesses and policymakers.

Lastly, researchers should consider applying advanced machine learning techniques to improve predictive model
accuracy and systematically integrating consumer feedback into product development and marketing strategies. This
multifaceted approach will contribute to more effective strategies for promoting sustainable transportation and enhance

the overall understanding of EV adoption.

6. LIMITATIONS AND CONSTRAINTS

In addition to the challenges of fitting machine learning models to smaller datasets, this research has several other

drawbacks. Relying on data from just one area might not accurately reflect how consumers in different markets behave
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when buying cars, which could limit the applicability of the results. Furthermore, the models may not account for external
factors like economic changes, new government regulations, and technological advancements, all of which significantly
influence people's decisions about purchasing electric cars.

Another issue is the potential for skewed survey answers. Respondents might not provide truthful or precise feedback
regarding their buying intentions, which can hurt the quality of the data used to train the models. Additionally, the study
predominantly focuses on quantitative data analysis, which might overlook valuable qualitative insights that could deepen
our understanding of what drives consumer preferences.

Moreover, the timeframe of the study may not capture long-term trends in electric vehicle adoption, as consumer desires
and market dynamics can change quickly. Future research should aim to utilize larger, more diverse datasets, consider
long-term studies, and integrate qualitative methods to provide a more comprehensive view of the factors that influence

electric car purchases.

7. CONTRIBUTION OF THE STUDY

This study makes several significant contributions to the domains of market analysis for electric vehicles and machine
learning:

Enhanced Understanding of Customer Segmentation: This study utilizes the K-Means Clustering Algorithm to identify
distinct customer segments based on their purchasing intents and habits. By categorizing consumers into specific groups,
businesses can tailor their marketing campaigns and product offerings to meet the unique preferences of different
demographics. This granular insight is invaluable for optimizing marketing strategies and improving customer
engagement.

Application of Advanced Machine Learning Techniques: The research illustrates the predictive capabilities of data
mining and machine learning algorithms for understanding electric vehicle purchases. By employing multiple algorithms,
including Naive Bayes, J48, and BayesNet-D, the study provides a comprehensive overview of how these models perform
with small datasets. This comparison highlights varying degrees of accuracy and informs businesses of the most effective
algorithms to deploy in their predictive models.

Practical Implications for Businesses: The findings translate into actionable strategies for electric vehicle manufacturers.
To address consumer concerns and enhance adoption rates, the study recommends clear tactics such as targeted
educational initiatives and financial incentives. These recommendations aim to foster a more informed consumer base,
ultimately leading to higher sales and a stronger market presence for electric vehicles.

Contributions to Predictive Sales Modeling: By utilizing prescriptive and predictive analysis techniques, this study offers
a robust framework for forecasting electric vehicle sales. The integration of logistic regression analysis and decision tree
models not only improves classification accuracy but also provides businesses with insights into consumer behavior
patterns. Such models enable companies to make well-informed, strategic decisions regarding their sales and marketing
efforts.

Real-World Testing and Validation: The study underscores the importance of tested methodologies by validating the
effectiveness of the models using real electric vehicle datasets collected from survey respondents in Qassim, Saudi Arabia.
The high accuracy rates achieved (90.49% for BayesNet-D, 88.06% for Naive Bayes, and 91.81% for J48) affirm the
reliability and robustness of the developed models, offering businesses confidence in utilizing these predictive analytics

tools for strategic planning and consumer engagement.

8. CONCLUSION

The maker needs to be aware of the elements that affect consumers' purchasing choices. The product has undergone a

thorough assessment of the research's acceptance in recent years. Sadly, manufacturers frequently fail to recognize the
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true demands of their customers, and the main challenge in product development is determining how to more accurately
assess the product's acceptability. Predicting the arrival of electric vehicles is therefore very helpful to businesses in terms
of enhancing their planning, allocating, and overseeing production resources. It goes without saying that managers could
detect and address their production challenges with the use of product sales prediction.

The purpose of this study was to predict customer purchasing behavior for electric vehicles using a data-mining
technology in order to enhance business performance. Company managers should create plans to boost company sales
and decision-making by utilizing the clustering model to improve electric vehicle sales outcomes. The data-mining
algorithm's extraction of information in this study improved our comprehension of the customer base's composition when
it came to purchasing electric vehicles and the company's assessment of the appropriate course of action for offering
guidance, training, and expertise.

However, the managers and management systems of the institutions are able to update and enhance their judgments,
policies, and procedures thanks to the clusters created by the suggested model and patterns, which increases the control
system's efficacy. Furthermore, by applying this knowledge, the management of the company's system can enhance its
plans, modernize its processes, and enhance the structure of the board.

Through the analysis of customer data, this study identified a collection of characteristics and traits that can help enhance
the quality of companies by identifying the factors that have the greatest impact on customer performance. In this study,
customer data was evaluated for the characteristics most impacted by the circumstances, and a set of characteristics and
features that can be used to enhance the quality of electric vehicle purchase behavior was discovered. Technological
developments are having a fast effect on all aspects of life, including business. Artificial intelligence has shown
encouraging results in decision-making through data analysis. Additionally, companies can use electric vehicle projection
to better plan their marketing and production strategy. They can use it to assess the likelihood that they will be successful
or unsuccessful with a specific product.

Finally, early adopters are prepared to shell out more money for luxurious, feature-rich EVs. To appeal to this market,
marketing initiatives should highlight the brand's image and technological prowess.

Electric vehicle (EV) manufacturers, politicians, and infrastructure providers can create more focused plans to address
the specific needs and obstacles experienced by each group by comprehending the diverse client segments identified by
this clustering research. To speed up EV adoption across the industry, this may entail customized product offerings,
incentive schemes, awareness campaigns, and infrastructural expenditures.

This study also highlights how crucial it is to do continuous market research and gather customer input in order to inform
future product development. Manufacturers may better match their products to consumer needs by being in constant
communication with consumers and learning about their changing preferences. In the end, this proactive strategy
contributes to the long-term success of electric vehicle firms by increasing customer happiness and brand loyalty.
Maintaining awareness of consumer insights will be essential as the industry changes in order to modify marketing tactics

and guarantee that items remain relevant in a cutthroat market.

Acknowledgment
The researchers would like to thank the Deanship of Graduate Studies and Scientific Research at Qassim University for

support.

25



REFERENCES

(1]

(4]

(3]

(6]

(7]

(8]

(9]

[10]

[11]

[15]

[16]
[17]
[18]

[19]

A. Dik, S. Omer, and R. Boukhanouf, “Electric vehicles: V2G for rapid, safe, and green EV penetration,” Energies,
vol. 15, no. 3, p. 803, 2022.

Y. Kim and S. Kim, “Forecasting charging demand of electric vehicles using time-series models,” Energies, vol.
14, no. 5, p. 1487, 2021.

J. Esteves, D. Alonso-Martinez, and G. de Haro, “Profiling spanish prospective buyers of electric vehicles based
on demographics,” Sustainability, vol. 13, no. 16, p. 9223, 2021.

R. Deng, N. Shen, and Y. Zhao, “Diffusion model to analyse the performance of electric vehicle policies: An
evolutionary game simulation,” Transportation Research Part D: Transport and Environment, vol. 127, p. 104037,
2024.

J. Chen et al., “Research on the Purchase Intention of Electric Vehicles Based on Customer Evaluation and
Personal Information,” World Electric Vehicle Journal, vol. 15, no. 1, p. 9, 2023.

S. AlRashdi, A. AlHassani, F. Haile, R. AlNuaimi, T. Labben, and G. Ertek, “Comparing the Performance of
Classification Algorithms for Predicting Electric Vehicle Adoption,” in International Conference on Business
Analytics in Practice, 2024, pp. 203-214.

H. M. Abu-Dalbouh, “Application of Decision Tree algorithm for Predicting Students’ Performance via Online
Learning During Coronavirus Pandemic,” Journal of Theoretical and Applied Information Technology, vol. 99,
no. 19, 2021.

S. Aljawarneh, M. B. Yassein, and M. Aljundi, “An enhanced J48 classification algorithm for the anomaly
intrusion detection systems,” Cluster Computing, vol. 22, pp. 10549—-10565, 2019.

J. D. Valladolid, D. Patino, G. Gruosso, C. A. Correa-Florez, J. Vuelvas, and F. Espinoza, “A novel energy-
efficiency optimization approach based on driving patterns styles and experimental tests for electric vehicles,”
Electronics, vol. 10, no. 10, p. 1199, 2021.

X. Gao, R. Li, D. Chen, J. Zhang, and Q. Peng, “Customer Preference Mining of Electric Vehicles for Design
Decision-making Using Big Sales Data,” Comput. Aided Des. Appl., vol. 21, pp. 241-257, 2024.

N. Kaur, S. L. Sahdev, and R. S. Bhutani, “Analyzing adoption of electric vehicles in India for sustainable growth
through application of technology acceptance model,” in 2021 International Conference on Innovative Practices
in Technology and Management (ICIPTM), 2021, pp. 255-260.

A. Mardani, H. Liao, M. Nilashi, M. Alrasheedi, and F. Cavallaro, “A multi-stage method to predict carbon dioxide
emissions using dimensionality reduction, clustering, and machine learning techniques,” Journal of Cleaner
Production, vol. 275, p. 122942, 2020.

G. L. Brase, “What would it take to get you into an electric car? Consumer perceptions and decision making about
electric vehicles,” The Journal of psychology, vol. 153, no. 2, pp. 214-236, 2019.

F. Yoseph, N. H. Ahamed Hassain Malim, M. Heikkild, A. Brezulianu, O. Geman, and N. A. Paskhal Rostam,
“The impact of big data market segmentation using data mining and clustering techniques,” Journal of Intelligent
& Fuzzy Systems, vol. 38, no. 5, pp. 6159-6173, 2020.

B. Rokaha, D. P. Ghale, and B. P. Gautam, “Enhancement of supermarket business and market plan by using
hierarchical clustering and association mining technique,” in 2018 International Conference on Networking and
Network Applications (NaNA), 2018, pp. 384-389.

X. Li, Q. Zhang, Z. Peng, A. Wang, and W. Wang, “A data-driven two-level clustering model for driving pattern
analysis of electric vehicles and a case study,” Journal of cleaner production, vol. 206, pp. 827-837, 2019.

O. Liashenko, T. Kravets, and M. Prokopenko, “Consumer behavior clustering of food retail chains by machine
learning algorithms,” Access to science, business, innovation in digital economy, pp. 234-251, 2021.

R.-H. Lin, W.-W. Chuang, C.-L. Chuang, and W.-S. Chang, “Applied big data analysis to build customer product
recommendation model,” Sustainability, vol. 13, no. 9, p. 4985, 2021.

H. Abbasimehr and F. S. Baghery, “A novel time series clustering method with fine-tuned support vector
regression for customer behavior analysis,” Expert Systems with Applications, vol. 204, p. 117584, 2022.

26



[20]

[24]

[25]

[26]
[27]

(28]

[29]
[30]

[31]

[39]

[40]

X. Zhao, X. Li, Y. Mao, and J. Sun, “Electric vehicle industry and sustainable economic growth: A measurement,
coupling and causal analysis,” Sustainable Futures, vol. 8, p. 100242, 2024.

J. Huber, D. Dann, and C. Weinhardt, “Probabilistic forecasts of time and energy flexibility in battery electric
vehicle charging,” Applied energy, vol. 262, p. 114525, 2020.

R. Bohnsack, A. Kolk, J. Pinkse, and C. M. Bidmon, “Driving the electric bandwagon: The dynamics of
incumbents’ sustainable innovation,” Business Strategy and the Environment, vol. 29, no. 2, pp. 727-743, 2020.
L. Tamym, L. Benyoucef, A. N. S. Moh, and M. D. El Ouadghiri, “Big data analytics-based approach for robust,
flexible and sustainable collaborative networked enterprises,” Advanced Engineering Informatics, vol. 55, p.
101873, 2023.

D. Sperling, “Electric vehicles: Approaching the tipping point,” Bulletin of the Atomic Scientists, vol. 74, no. 1,
pp. 11-18, Jan. 2018, doi: 10.1080/00963402.2017.1413055.

BloombergNEF, “Battery pack prices cited below $100/kWh for the first time in 2020, while market average sits
at $137/kWh,” 2020. [Online]. Available: https://about.bnef.com/blog/battery-pack-prices-cited-below-100-kwh-
for-the-first-time-in-2020-while-market-average-sits-at-137-kwh/

I. E. Agency, “Global EV outlook 2021,” 2021. [Online]. Available: https://www.iea.org/reports/global-ev-
outlook-2021

M. Hamidaoui et al., “Survey of Autonomous Vehicles’ Collision Avoidance Algorithms,” Sensors, vol. 25, no.
2.2025. doi: 10.3390/525020395.

S. Konkimalla, “Al-Based Predictive Maintenance for Electric Vehicles: Enhancing Reliability and Performance,”
International Journal of Engineering and Computer Science, vol. 11, no. 12 SE-Articles, pp. 25647-25661, Dec.
2022, doi: 10.18535/ijecs/v11i12.4713.

M. Cavus, D. Dissanayake, and M. Bell, “Next Generation of Electric Vehicles: Al-Driven Approaches for
Predictive Maintenance and Battery Management,” Energies, vol. 18, no. 5. 2025. doi: 10.3390/en18051041.
GuruFocus, “Saudi Arabia’s Strategic Push into the Electric Vehicle Market,” 2025. [Online]. Available:
https://www.gurufocus.com/news/2740097/saudi-arabias-strategic-push-into-the-electric-vehicle-market

W. A. M. Saudi, “Driving towards an electric future: Saudi Arabia’s path through EV adoption.” [Online].
Available:  https://www.wamsaudi.com/news-articles/driving-towards-electric-future-saudi-arabia-through-ev-
adoption

M. and Q. O. (SASO) Saudi Standards, “Technical Regulations for Electric Vehicles,” 2022. [Online]. Available:
https://saso.gov.sa/en/Laws-And-Regulations/Technical regulations/Documents/TR - Electric Vehicles.pdf

N. Hassan, “Saudi Arabia is shifting gears and racing into the EV future,” 2025. [Online]. Available:
https://www.arabnews.com/node/2593730/business-economy

K. A.P. S. and R. C. (KAPSARC), “Introduction of electric vehicles in Saudi Arabia: Impacts on oil consumption,
CO: emissions, and electricity demand,” 2024. [Online]. Available: https://www.kapsarc.org/wp-
content/uploads/2024/12/KS-2024-DP61-Introduction-of-Electric-Vehicles-in-Saudi-Arabia-Impacts-on-Oil-
Consumption-CO2-Emissions-and-Electricity-Demand.pdf

Reuters, “Saudi wealth fund sets up electric car joint venture with Foxconn,” 2022. [Online]. Available:
https://www.reuters.com/business/autos-transportation/saudi-crown-prince-launches-ceer-first-saudi-electric-
vehicle-brand-2022-11-03/

G. Business, “In numbers: Saudi Arabia poised for EV boom, reveals survey,” 2024. [Online]. Available:
https://gulfbusiness.com/in-numbers-saudi-arabia-poised-for-ev-boom-reveals-survey/

H. Abu-Dalbouh and N. M. Norwawi, “Bidirectional agglomerative hierarchical clustering using AVL tree
algorithm,” International Journal of Computer Science Issues (IJCSI), vol. &, no. 5, p. 95, 2011.

H. A. Dalbouh and N. M. Norwawi, “Improvement on agglomerative hierarchical clustering algorithm based on
tree data structure with bidirectional approach,” in 2012 Third International Conference on Intelligent Systems
Modelling and Simulation, 2012, pp. 25-30.

S. M. Leahy, C. Holland, and F. Ward, “The digital frontier: Envisioning future technologies impact on the
classroom,” Futures, vol. 113, p. 102422, 2019.

U. Kose, Artificial intelligence applications in distance education. IGI Global, 2014.

27



[41]

[45]

[46]

[47]

(48]

[49]

[50]

[51]

[54]
[55]
[56]
[57]
[58]
[59]

[60]

L. Vitolina, “E-inclusion Modeling for Blended e-learning Course,” Procedia Computer Science, vol. 65, pp. 744—
753,2015.

A. Almasri, R. S. Alkhawaldeh, and E. Celebi, “Clustering-based EMT model for predicting student performance,”
Arabian Journal for Science and Engineering, vol. 45, pp. 10067—-10078, 2020.

I. Pasina, G. Bayram, W. Labib, A. Abdelhadi, and M. Nurunnabi, “Clustering students into groups according to
their learning style,” MethodsX, vol. 6, pp. 2189-2197, 2019.

E. A. Anaam, M. N. Y. Magableh, M. Hamdi, A. Y. R. Hmoud, and H. Alshalabi, “Data mining techniques with
electronic customer relationship management for telecommunication company,” Amazonia Investiga, vol. 10, no.
48, pp. 288-304, 2021.

H. Kalia, S. Dehuri, A. Ghosh, and S.-B. Cho, “Surrogate-assisted multi-objective genetic algorithms for fuzzy
rule-based classification,” International Journal of Fuzzy Systems, vol. 20, pp. 1938-1955, 2018.

C.-H. Cheng, J.-H. Yang, and P.-C. Liu, “Rule-based classifier based on accident frequency and three-stage
dimensionality reduction for exploring the factors of road accident injuries,” PLoS one, vol. 17, no. 8, p. €0272956,
2022.

S. N. Alsubari, S. N. Deshmukh, T. H. H. Aldhyani, A. H. Al Nefaie, and M. Alrasheedi, “Rule-based classifiers
for identifying fake reviews in e-commerce: a deep learning system,” in Fuzzy, Rough and Intuitionistic Fuzzy Set
Approaches for Data Handling: Theory and Applications, Springer, 2023, pp. 257-276.

A. S. D. O. Goes and R. C. L. De Oliveira, “A process for human resource performance evaluation using
computational intelligence: an approach using a combination of rule-based classifiers and supervised learning
algorithms,” Ieee Access, vol. 8, pp. 39403-39419, 2020.

T. An, “Data mining analysis method of consumer behaviour characteristics based on social media big data,”
International Journal of Web Based Communities, vol. 18, no. 3-4, pp. 224-237, Jan. 2022, doi:
10.1504/1JWBC.2022.125492.

S. Porebski, “Evaluation of fuzzy membership functions for linguistic rule-based classifier focused on
explainability, interpretability and reliability,” Expert Systems with Applications, vol. 199, p. 117116, 2022.

C. Yang, S. Huan, and Y. Yang, “Application of big data technology in blended teaching of college students: a
case study on rain classroom,” International Journal of Emerging Technologies in Learning (iJET), vol. 15, no. 11,
pp- 4-16, 2020.

B. Guo, “Analysis on influencing factors of dance teaching effect in colleges based on data analysis and decision
tree model,” International Journal of Emerging Technologies in Learning (iJET), vol. 15, no. 9, pp. 245-257, 2020.
Y. Ke and M. Hagiwara, “An English neural network that learns texts, finds hidden knowledge, and answers
questions,” Journal of Artificial Intelligence and Soft Computing Research, vol. 7, no. 4, pp. 229-242, 2017.

R. K. Nowicki, K. Grzanek, and Y. Hayashi, “Rough support vector machine for classification with interval and
incomplete data,” Journal of Artificial Intelligence and Soft Computing Research, vol. 10, no. 1, pp. 47-56, 2020.
P. Duda, M. Jaworski, A. Cader, and L. Wang, “On training deep neural networks using a streaming approach,”
Journal of Artificial Intelligence and Soft Computing Research, vol. 10, no. 1, pp. 15-26, 2020.

W. Hiamaéldinen and M. Vinni, “Comparison of machine learning methods for intelligent tutoring systems,” in
International conference on intelligent tutoring systems, 2006, pp. 525-534.

M. M. Quadri and N. V Kalyankar, “Drop out feature of student data for academic performance using decision
tree techniques,” Global Journal of Computer Science and Technology, vol. 10, no. 2, pp. 2-5, 2010.

E. Osmanbegovic and M. Suljic, “Data mining approach for predicting student performance,” Economic Review:
Journal of Economics and Business, vol. 10, no. 1, pp. 3—12, 2012.

M. M. A. Tair and A. M. El-Halees, “Mining educational data to improve students’ performance: a case study,”
International Journal of Information, vol. 2, no. 2, 2012.

M. Mayilvaganan and D. Kalpanadevi, “Comparison of classification techniques for predicting the performance
of students academic environment,” in 2014 International Conference on Communication and Network
Technologies, 2014, pp. 113-118.

S. Natek and M. Zwilling, “Student data mining solution—knowledge management system related to higher
education institutions,” Expert systems with applications, vol. 41, no. 14, pp. 6400-6407, 2014.

28



[62]

[63]

[64]

[65]

[66]
[67]
[68]
[69]
[70]
[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

B. Minaei-Bidgoli, D. A. Kashy, G. Kortemeyer, and W. F. Punch, “Predicting student performance: an application
of data mining methods with an educational web-based system,” in 33rd Annual Frontiers in Education, 2003. FIE
2003., 2003, vol. 1, pp. T2A-13.

V. O. Oladokun, A. T. Adebanjo, and O. E. Charles-Owaba, “Predicting students academic performance using
artificial neural network: A case study of an engineering course,” 2008.

S. Sembiring, M. Zarlis, D. Hartama, S. Ramliana, and E. Wani, ‘“Prediction of student academic performance by
an application of data mining techniques,” in International Conference on Management and Artificial Intelligence
IPEDR, 2011, vol. 6, no. 1, pp. 110-114.

K. Bunkar, U. K. Singh, B. Pandya, and R. Bunkar, “Data mining: Prediction for performance improvement of
graduate students using classification,” in 2012 Ninth International Conference on Wireless and Optical
Communications Networks (WOCN), 2012, pp. 1-5.

V. Ramesh, P. Parkavi, and K. Ramar, “Predicting student performance: a statistical and data mining approach,”
International journal of computer applications, vol. 63, no. 8, 2013.

G. Gray, C. McGuinness, and P. Owende, “An application of classification models to predict learner progression
in tertiary education,” in 2014 IEEE international advance computing conference (IACC), 2014, pp. 549-554.

T. Mishra, D. Kumar, and S. Gupta, “Mining students’ data for prediction performance,” in 2014 Fourth
International Conference on Advanced Computing & Communication Technologies, 2014, pp. 255-262.

S. B. Kotsiantis, 1. Zaharakis, and P. Pintelas, “Supervised machine learning: A review of classification
techniques,” Emerging artificial intelligence applications in computer engineering, vol. 160, no. 1, pp. 3-24, 2007.
L. G. Moseley and D. M. Mead, “Predicting who will drop out of nursing courses: a machine learning exercise,”
Nurse education today, vol. 28, no. 4, pp. 469—475, 2008.

A. Nandeshwar, T. Menzies, and A. Nelson, “Learning patterns of university student retention,” Expert Systems
with Applications, vol. 38, no. 12, pp. 14984-14996, 2011.

H. M. ABU-DALBOUH and S. A. ALATEYAH, “Predictive data mining rule-based classifiers model for novel
coronavirus (COVID-19) infected patients’ recovery in the Kingdom of Saudi Arabia,” Journal of Theoretical and
Applied Information Technology, vol. 99, no. 8, 2021.

H. M. Abu-Dalbouh, “Artificial Neural Network Techniques for Healthcare Systems: Focusing on Heart Attack
by Incorporating ‘Infected with Coronavirus’ and ‘Coronavirus Vaccine’ as Additional Criteria,” Indian Journal
of Computer Science and Engineering (IJCSE)., vol. 13, no. 2, pp. 420432, 2022.

A. Mikotajezyk, M. Grochowski, and A. Kwasigroch, “Towards explainable classifiers using the counterfactual
approach-global explanations for discovering bias in data,” Journal of Artificial Intelligence and Soft Computing
Research, vol. 11, no. 1, pp. 51-67, 2021.

P. Chapman et al., “CRISP-DM 1.0: Step-by-step data mining guide,” SPSS inc, vol. 9, p. 13, 2000.

A. Sharma and K. K. Paliwal, “Linear discriminant analysis for the small sample size problem: an overview,”
International Journal of Machine Learning and Cybernetics, vol. 6, no. 3, pp. 443454, 2015.

H. M. Abu-Dalbouh, “An Integrated Expert User with End User in Technology Acceptance Model for Actual
Evaluation.,” Comput. Inf. Sci., vol. 9, no. 1, pp. 47-53, 2016.

H. M. Abu-Dalbouh, “Using a Modified Technology Acceptance Model to Evaluate Designing Eight Queens
Chess Puzzle Game.,” J. Comput. Sci., vol. 12, no. 5, pp. 232-240, 2016.

[79] S. Almutairi, "Model-Driven Engineering for Smart Cities: A Systematic Literature Review of Techniques,

Challenges, and Emerging Trends". JOURNAL OF ENGINEERING AND COMPUTER SCIENCES, 16(2), PP 19—
37.2025 Retrieved from https://jecs.qu.edu.sa/index.php/jec/article/view/2426

[80] A. Albogami, A. Alrugaibah, G, Alrasheedi, & A. Selmi, A. Sentiment Analysis of people’s opinions in E-Learning

based on Support Vector Machine. JOURNAL OF ENGINEERING AND COMPUTER SCIENCES, 16(2), pp-
38-54. 2025. Retrieved from https://jecs.qu.edu.sa/index.php/jec/article/view/2423

[81] A. Algasir, Acoustic Traffic Sign Recognition: A Computationally Efficient Alternative to Image-Based Detection.

JOURNAL OF ENGINEERING AND COMPUTER SCIENCES, 16(2), pp 1-18. 2025. Retrieved from
https://jecs.qu.edu.sa/index.php/jec/article/view/2418

29


https://jecs.qu.edu.sa/index.php/jec/article/view/2426
https://jecs.qu.edu.sa/index.php/jec/article/view/2423

sl Al elaf o Saaatiall A8Ual) jaliaa g Al ) S jal) gad i anl

@u&@s\uﬁ\d};mwmduym‘w,ﬁ\uumujcDMhmM(EV)uu)és\uus)A\@u@@ﬂ\ 2 ) Ky -l
63 allall 5 &L shall g5l 3 Bl B 3 Eials 53 gane il o3 (e Caiil) (V2G) Al A pall iy Al aaaiall 3l 5
}QM\HQJQS\A69MU§SAL§JDMGQWELLJ‘;Q(MJ 15 JS):&AS\‘LJLGM.\AJD‘)AS@.\JDLSBAA_UP\ cM\‘).ﬂ\aMGS Mw\a)‘)ﬂ\
WJA(WTG)CL:_)&.:LLLU}:Jﬂy‘g(PV)A_uj&a‘g‘)@.SuUa;Acaﬁs‘)muuyjm)‘VZGu\‘)sMCAJL\AX\M\‘,‘wb‘)@.ﬂ\ubs)qﬂ‘)hd\
8% Jalaas ¢ sk ISV L) 55l 2 3) caliall Lalusa =3 5a15 ¢ (SOC YA add) (o Allad s b€ pall il gidie Jgm s 3 sai paddnd (2ol e
e ol an ) et Al (a5 e G 58801 B G5 () A 8335 0,95 e BT ) (aal) 362 Ty Lasie V2GS Jindl o5 4(0.95%
Jpanll 3 38l gaxs 8 AIAN/ ale¥) pensall oshial #U) (S gall 3 gan Jiai 5 jalia 3508 COlalae ga dpad) 5 4 9 Cilike PV/WTG Sl j3e Caadl
Cliaie s 8 sia clllabia s 4l s iAo gl Gadli o a o delu 25 Gl Lo (shaa) 8158 a5 g s dll < s caiall 5ea e
2sanl) e 31 panl oty s (o) samdl s Uale Jliy (520l (5 siase e PV/WTG 2150 e V2G G Of G5 Aa sl 5,580 0031 58
)l Sy Al Alaall 380 50l JUA AL giall 3 saal) g Liall 3 ggad) g ) e el 5 508l ) b Man) (midy s (s all Chuaiia sl jal s oassi )
Aiiia 258 il lld qay 535 al g gl (e U eS Ay A gal) 2l sall IS im0l il e Uia ) ladaiall L) Gal 35 Leie (5 5B
ol A gaiall Cladatall (e Uaal sia 1538 5 chilet ) V2G e (f ) gl i cale 5 sumy s litniall ped Chaaa e il AT (550 JS&

Al (558 a3 ) Aalall (53 (e 8 S Aa L ALl D G LSy ¢l Apulad 53] e ¢33l

25l (PV) A guin 5 56 Apesadtl) Z8UaYI/A5 guim 5 peSH LAY ¢(V2G) ASal ) Syl (g sy sill S 6L 5o IS jall A palide alS
gl pulat 6 5080 81 8 Q5 el

30



